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ABSTRACT

In this study, the scale adaptivity of a new parameterization scheme for shallow cumulus clouds in the gray

zone is investigated. The eddy diffusivity/multiplemass flux [ED(MF)n] scheme is a bin-macrophysics scheme

in which subgrid transport is formulated in terms of discretized size densities.While scale adaptivity in the ED

component is achieved using a pragmatic blending approach, the MF component is filtered such that only the

transport by plumes smaller than the grid size is maintained. For testing, ED(MF)n is implemented into a

large-eddy simulation (LES) model, replacing the original subgrid scheme for turbulent transport. LES thus

plays the role of a nonhydrostatic testing ground, which can be run at different resolutions to study the

behavior of the parameterization scheme in the boundary layer gray zone. In this range, convective cumulus

clouds are partially resolved. The authors find that for quasi-equilibriummarine subtropical conditions at high

resolutions, the clouds and the turbulent transport are predominantly resolved by the LES. This partitioning

changes toward coarser resolutions, with the representation of shallow cumulus clouds gradually becoming

completely carried by the ED(MF)n. Theway the partitioning changes with grid spacingmatches the behavior

diagnosed in coarse-grained LES fields, suggesting that some scale adaptivity is captured. Sensitivity studies

show that the scale adaptivity of the ED closure is important and that the location of the gray zone is found to

be moderately sensitive to some model constants.

1. Introduction

Clouds play an important role in Earth’s climate sys-

tem. While global weather prediction models resolve

large-scale clouds, smaller-scale clouds require parame-

terization. This includes shallow cumulus clouds that

cover large areas over the oceans in the subtropical trade

wind regions. The vertical transport of heat and water

vapor associated with shallow cumulus clouds is a key

part of the Hadley circulation and thus significantly af-

fects large-scale circulation (e.g., Tiedtke 1989; Neggers

et al. 2007). The importance of correctly representing this

type of cloud in large-scale models has long been recog-

nized (Tiedtke 1989; Vial et al. 2013), and a variety of

parameterizations have been developed [an overview of

cumulus parameterizations is given in Arakawa (2004)].

Limits in computational power still constrain the com-

plexity of such parameterizations, so in practice, a com-

promise must be found between a realistic cloud

representation and computational costs.

First-generation cumulus schemes are often based on

the bulk mass flux approach (e.g., Ooyama 1971; Betts

1973; Yanai et al. 1973; Arakawa and Schubert 1974;

Fritsch and Chappell 1980; Tiedtke 1989). In this ap-

proach, the vertical transport of heat and moisture by an

ensemble of rising plumes is parameterized through one

single plume representing the whole ensemble (Simpson

and Wiggert 1969). Mass flux schemes are popular be-

cause they are not only relatively simple and computa-

tionally cheap but they also capture key aspects of

cumulus convection such as the advective nature of re-

lated transport. A mass flux parameterization can rep-

resent most of the turbulent convective transport in the

cloud layer (Siebesma andCuijpers 1995; Siebesma et al.

2003) as well as the coupling with the subcloud layer

(Grant 2001). The development and further improve-

ment of mass flux schemes is ongoing, with the rising

plume model (Simpson and Wiggert 1969) still at the

foundation of most of these frameworks.

When the grid resolution of atmospheric models in-

creases, boundary layer processes become partially re-

solved [a situation referred to as the ‘‘terra incognita’’ or

‘‘gray zone’’ of convection (Wyngaard 2004)]. How
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to represent such circulations with parameterization

schemes is an open question (Zhou et al. 2014). Previous

studies have shown that for model resolutions within the

gray zone, unrealistic flow characteristics develop (e.g.,

Zhou et al. 2014; Ching et al. 2014). An ideal parame-

terization scheme should be able to introduce realistic

interactions between unresolved and resolved circula-

tions. Such a parameterization should be scale aware

and scale adaptive. This means that the scheme should

be aware which processes should be parameterized and

which can be expected to be resolved by the host model,

which is called ‘‘scale awareness.’’ When a scheme is not

only aware of the scale of resolved processes but is also

able to adapt and only represent those processes that are

not resolved, then this scheme is called ‘‘scale adaptive.’’

Scale awareness and adaptivity can be introduced by

using not a single butmultiple plumes, each representing

the characteristics of plumes of a certain size, and then

filtering them depending on the grid size. This use of

multiple plumes leads to more degrees of freedom and

the possibility of interaction between the plumes, a

simple form of population dynamics (Neggers 2015).

The idea of parameterizing shallow cumulus convection

by taking into account clouds of different sizes is not

new. One of the first to use this idea are Arakawa and

Schubert (1974), who divide an ensemble of shallow

cumulus clouds into subensembles and thereby account

for the different cloud sizes. This scheme is the basis for

themultiparcel scheme byWagner andGraf (2010), who

use a different closure formulation than Arakawa and

Schubert (1974). Neggers et al. (2002) describe a mul-

tiparcel model with the focus on the lateral entrainment

rate, which depends on the vertical velocity of the rising

parcels. Park (2014) uses multiple updrafts and down-

drafts to unify deep and shallow convection. Other

schemes use ensembles of clouds within a stochastic

approach (e.g., Ooyama 1971; Plant and Craig 2008;

Sakradzija et al. 2015). Some recent studies are specifi-

cally designed to introduce the ability to adapt to dif-

ferent resolutions (Teixeira et al. 2008; Bogenschutz and

Krueger 2013; Boutle et al. 2014). While encouraging

progress is reported by these studies, to make further

progress, more insight is still needed into the exact na-

ture of the size dependence of turbulence within the

gray zone and how this dependence can best be

parameterized.

The use of probability density functions as a function

of eddy size in shallow cumulus parameterization has

recently received renewed attention, as it brings several

potential advantages for parameterization in the gray

zone. Bulk mass flux approaches describe the charac-

teristics of one single cloud that represents the whole

ensemble of cumulus clouds. However, shallow cumulus

clouds vary greatly in size and therefore have different

characteristics (e.g., Dawe and Austin 2012; Böing et al.
2012), so combining the characteristics of all individual

clouds into one bulk scheme fails to realistically describe

the variation among the clouds. A scheme using size

densities can take the characteristics of different cloud

sizes into account, as well as representing the distribu-

tion of cloud sizes, which is important because in a

shallow cumulus field, many small clouds and few large

clouds exist (e.g., Plank 1969). Another advantage of

using size densities is that, in principle, the different

cloud sizes can interact with each other indirectly

through the environment in which they rise (i.e., through

the mean state of the columns in the large-scale model).

Brast et al. (2016) show that the fate of rising plumes

in a heterogeneous environment is predominantly de-

termined by local mixing, so hostile (friendly) environ-

ments can effectively terminate (accelerate) their

ascent. Thus, when such a subgrid parameterization

based on rising plumes is capable of locally changing its

environment, it can create heterogeneity and affect

other plumes in its vicinity. Finally, with size densities, it

is easy to introduce scale awareness into the parame-

terization by only taking the desired cloud sizes into

account.

This study focuses on the opportunity to introduce

scale adaptivity provided by boundary layer schemes

that are formulated in terms of discretized size densities.

More specifically, we make use of the eddy diffusivity/

multiple mass flux [ED(MF)n] scheme as proposed

and described by Neggers (2015). In Neggers (2015),

ED(MF)n was implemented into a single-column model

and compared to a large-eddy simulation (LES), which

is a common method to develop and test parameteri-

zation schemes, building on the fact that LES has proven

to be successful at simulatingmoist convective boundary

layers and clouds (Siebesma et al. 2003; Heus et al. 2010;

vanZanten et al. 2011). In this study, the scale adaptivity

of ED(MF)n is tested in an altogether different way.

Instead of using offline diagnostics to evaluate param-

eterizations, the scheme is implemented into an LES as a

subgrid scheme. The key advantages of this method are

that (i) the scheme is tested interactively with the re-

solved flow and that (ii) the discretized LES equations

are used as a simple nonhydrostatic testing ground for

investigating scale adaptivity. Most previous studies

using the LES interactively have focused on the dry

convective boundary layer (e.g., Beare 2014; Efstathiou

and Beare 2015), while we are focusing on a shallow

cumulus scheme. In addition, while most previous

studies have focused on scale adaptivity in the diffusive

transport models (e.g., Boutle et al. 2014; Efstathiou and

Beare 2015; Bhattacharya and Stevens 2016), this study
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is concerned with scale adaptivity in advective mass flux

models. This topic has received considerably less at-

tention, with a few recent exceptions (e.g., Arakawa

et al. 2011; Sakradzija et al. 2016). In this study, the

original subgrid scheme (SGS) for subgrid-scale trans-

port of the conserved thermodynamic state variables of

theUniversity of California, Los Angeles (UCLA), LES

model (Stevens et al. 2005) is replaced with the param-

eterization scheme ED(MF)n. This means that the

boundary layer scheme is active within each column of

the LES grid. The LES is then run with resolutions

varying from 100 to 1000m, covering the boundary layer

gray zone. Note that, at such large grid spacings, the

largest boundary layer eddies remain unresolved, so the

simulation can no longer be named an LES. However, in

that range, it can be interpreted as an idealized non-

hydrostatic large-scale model, in which the turbulent

transport is done by ED(MF)n. Thus, LES is used as an

interactive testing ground for scale-aware and scale-

adaptive modeling. By launching multiple plumes in

each column, the LES acts as a simplified larger-scale

model with varying resolutions, profiting from its non-

hydrostatic formulation and high model transparency.

The main goal of this study is to investigate if and how

the partitioning of the transport between resolved and

parameterized scales takes place when size filtering is

introduced into ED(MF)n and how the plume model

responds to resolved clouds present in an LES domain at

different resolutions of the LES.

In section 2, the ED(MF)n scheme and the method of

testing its scale adaptivity are described in detail. In

section 3, the problems connected to simulating in the

gray zone are described. The behavior of ED(MF)n as a

scale-adaptive subgrid scheme in LES is explored in

section 4, and a discussion and summary of the findings

are given in section 5.

2. Method

a. Formulation of ED(MF)n

The ED(MF)n framework used in this study is based

on the eddy diffusivity/mass flux (EDMF) framework

(Siebesma and Teixeira 2000; Soares et al. 2004;

Siebesma et al. 2007). EDMF parameterizes the trans-

port in the boundary layer by combining two previously

used approaches. The ED part represents the local,

downgradient vertical transport by turbulence at smaller

scales, which is parameterized by multiplying the local

gradient of F with a coefficient K, where F is a con-

served thermodynamic variable (liquid water potential

temperature Ql or total water mixing ratio qt). The MF

part describes the nonlocal advective vertical transport

by turbulence at the larger scales within the boundary

layer. MF is parameterized by the difference between

the F of the updraft and the horizontal mean multiplied

by a mass flux M. The mass flux approach is capable of

representing convective clouds, so the combination of

both parts can in principle be used to describe both clear

and cloudy convective boundary layers, as well as tran-

sitions between the two. The original framework of

EDMF applies one bulk updraft to describe the total

vertical flux by all thermals in the gridbox. Many dif-

ferent parameterization schemes have been developed

based on the original EDMF framework (e.g., Neggers

et al. 2009; Angevine et al. 2010; Su�selj et al. 2012, 2013;

Sakradzija et al. 2016). To make EDMF applicable in

the gray zone of boundary layer convection, Neggers

(2015) recently formulated a size-dependent multi-

plume version of EDMF. Each plume represents the

net properties of a single bin from a discretized size

distribution of convective thermals. In effect, this

constitutes a ‘‘bin macrophysics’’ framework, which in

principle allows the size filtering of the underlying

size density of advective thermals. In this framework,

ED(MF)n, the vertical transport F is parameterized by

w0F0(z)52K
h
(z)

›F(z)

›z
1 �

F

l50

M(l, z)[F
u
(l, z)

2F
e
(z)]Dl , (1)

with filter size F, size bins l, the characteristics of the

environment and the updrafts as subscripts e and u, re-

spectively, and heat as subscript h because we only apply

ED(MF)n for thermodynamic variables. The horizontal

dependency (x, y) has been left out here to simplify the

notation. The first term on the right-hand side represents

the local downgradient transport by diffusive processes

to the smallest scales; the second term represents the

nonlocal advective mass flux by the largest thermals.

This formulation allows ED(MF)n to be applied at dif-

ferent resolutions by only integrating over those plumes

that are too small to be resolved. In Eq. (1), M is the

volumetric mass flux:

M(l, z)5A(l, z)[w(l, z)2w
e
(z)], (2)

with we the vertical velocity of the environment. In

large-scale models, the horizontal mean of w is consid-

ered, which is negligible (e.g., Siebesma et al. 2007).

However, a key difference from the bulk EDMF ap-

proach is that we is considered instead of the horizontal

mean w; the same applies to the thermodynamic state

fe. The motivation for this step is that in the gray zone,

some of the bigger thermals become resolved, so the

vertical velocity of the environment in which a plume
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rises can become significant (Honnert et al. 2016). Since

the vertical velocity of the environment in our case is the

resolved vertical velocity of the LES, we becomes wLES.

Correspondingly, Fe becomes FLES. The calligraphic

symbols represent variables that are size dependent,

thus representing probability density functions as a

function of size. The area density A is the area covered

by all the plumes in one bin:

A(l, z)5
N (l, z)L

a
(l, z)l2

A
, (3)

with N representing the number of plumes for each

size, A the horizontal area of the gridbox, and La de-

scribing the vertical structure of A. The total area

covered by advective, surface-driven plumes is given by

a(z)5 �
F

l50

A(l, z)Dl. (4)

To close the set of Eqs. (1)–(4), the eddy diffusivity

coefficient Kh and the behavior of the updrafts must be

described. For the thermals, a plume model is used,

based on Simpson and Wiggert (1969), which was

also used in the original EDMF by Siebesma et al.

(2007). This plume model includes the following size

dependencies:

›F(l, z)

›z
52«(l)[F(l, z)2F

e
(z)], (5)

1

2
(12 2m)

›w2(l, z)

›z
52b«(l) [w2(l, z)2w2

e(z)]1B(l, z),

(6)

with m 5 0.15 and b 5 0.5 proportionality constants for

drag (e.g., Romps and Charn 2015) and mixing, B the

buoyancy, and « the effective mixing rate; Kh is de-

scribed in section 2c. Assumptions for the cloud size

density N , the area size a, and the entrainment of the

plumes needed for the plume model are given in section

2b. For more details on the formulation of ED(MF)n,

see Neggers (2015). The formulation of ED(MF)n dif-

fers from other schemes based on EDMF (e.g., Su�selj

et al. 2012) in that (i) it is formulated in terms of dis-

cretized size densities, (ii) it hasmultiple plumes that are

initialized individually at the surface, and (iii) the en-

trainment closure is size dependent (see section 2b). In

particular, the size dependence at the foundation of the

framework introduces new opportunities for scale-

adaptive modeling of shallow cumulus clouds in the

gray zone.

Figure 1 illustrates the concept of size filtering a dis-

cretized size density of advective plumes. The top panel

shows a number of plumes of the parameterization

scheme, each representing all updrafts of a certain size.

Within one grid column, all these net plumes can in

principle be active. Plumes can reach saturation and

carry condensed water, thus representing cumulus

clouds. In the bottom panel, the number of updrafts N

present in each net plume is shown. A strong decrease in

the plume number with size is shown, corresponding to

the observed size distribution of shallow cumulus cloud

fields (e.g., Plank 1969). The top panel also shows the

lifting condensation level (LCL) of the plumes. Only the

larger plumes condensate, while the termination height

of the smaller plumes can be lower than the LCL. Also

shown is the filter size. When implemented into a large-

scale model, the model is run with a certain resolution,

which determines the size of plumes that can be re-

solved. The filter size of ED(MF)n can now be chosen to

include only those plumes that are not resolved by the

large-scale model, thus making the scheme scale aware.

b. A simplified scale-adaptive application of (MF)n

Since the multiplume scheme is applied to a dis-

cretized size density featuring a limited number of

plumes, a summation is used instead of an integral in

Eq. (1). To use the scheme presented in section 2a, some

assumptions must be made. One assumption concerns

the entrainment rate « of the plumes. In the literature,

many dependencies have been suggested (e.g., Simpson

and Wiggert 1969; Neggers et al. 2002; Kain and Fritsch

1990; Romps and Kuang 2010) depending on the defi-

nition of the entity that is entraining. A size dependence

is established by many studies, both in laboratory

(Turner 1962) and LES studies (e.g., Böing et al. 2012).

The ED(MF)n formulation uses a net effective entrain-

ment to describe the net properties of a subpopulation of

clouds of equal size regardless of life cycle stage.

Neggers (2015) showed that in fair weather cumulus

cloud fields, a clear size dependence exists in the net

entrainment associated with this definition. Although

observational evidence is currently missing and research

is ongoing, for now, we assume that the size dependence

is the dominant relation. This is sufficient for a first ex-

ploration of ED(MF)n in the gray zone. Whether other

dependencies are needed is a topic for future research.

The size dependence used here is formulated as

«(l)5
c

l
, (7)

with c a proportionality constant, which we set to 1 for

simplicity.

Our wish for model transparency also motivates the

use of a simple, prescribed number density N (l, z). In
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reality, the number density changes significantly with

time. This time evolution can express physical pro-

cesses in the population average, such as cloud growth

and organization, but also subsampling effects in the

gray zone due to a too-small domain size. As our single

purpose is to investigate the impact of size filtering,

the use of a prescribed number density as a first step is

appropriate.

In this paper, the size dependence inN (l, z) follows a

power law without a scale break:

N (l, z)5 alb , (8)

with b 5 21.98 the power-law exponent and a the con-

stant of proportionality. The parameter a is obtained by

assuming that the total area fraction covered by all

plumes is always 10%. The full implications of this sim-

plification are not yet fully understood, but it is sufficient

as a first step. The sensitivity of a is studied in section 4c.

Finally, the vertical structure of each size bin is as-

sumed to be constant with height while the plume is

rising,

L
a
(l, z)5

�
1 for z# z

t

0 for z. z
t
.

(9)

In effect, this means that within each size bin, the

cloud number is assumed not to change with height.

Above termination height, the net plume does not

contribute to transport.

For each run, only those updrafts are taken into ac-

count that are smaller than the filter size F in Eq. (1).

Up to now, F was assumed to be infinitely large so that

transport at all sizes in the spectrum was included. The

novelty of this study is that F can be smaller than infinity

so that transport at sizes larger than F is excluded. We

assume F is equal to the grid size. Although more than

one grid box is needed to fully resolve a convec-

tive process (Skamarock 2004), this simplification

represents a first step toward scale adaptivity, as it in-

troduces true size filtering. Further research is needed to

investigate how the structures at scales between the

cutoff length and the effective resolution are affected.

Further simplifications include that the updrafts can

only rise vertically and horizontal displacement due to,

FIG. 1. Illustration of the concept of ED(MF)n. (top) An ensemble of plumes with the LCL,

termination height, and in blue the area where the plumes condense. (bottom) The number of

updrafts represented by each plume in the top. Figure adapted from Neggers (2015).
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for example, the mean wind are not taken into account.

Horizontal subgrid fluxes are also omitted and should be

considered in future studies. Also, when the updrafts are

calculated, they are given the instantaneous profiles of

the LES columns in which the updrafts rise without

taking the cloud life cycles into account. Note that life

cycle information could be adopted into this formulation

by introducing a time-varying N.

c. Application of ED

The main goal of this study is to investigate the scale

adaptivity achieved by introducing scale awareness into

the mass flux component. Nevertheless, some scale

awareness also needs to be introduced into ED to avoid

overaggressive diffusive mixing. This can, for example,

occur near strong vertical gradients in the resolved state

that are associated with the emergence of resolved

(proto) cloud structures when entering the gray zone

from the low-resolution side. This scale awareness is

introduced by adjusting the coefficient Kh in Eq. (1).

TheK parameterization is adjusted so thatKh consists

of two components. One component consists of the Kh

from the Smagorinsky–Lilly type scheme from the LES

approach (Kh,LES), which is best applicable at small grid

spacings. The other component is formulated with

K theory as applicable at large grid spacings (Kh,GCM).

The index GCM indicates that this formulation origi-

nates from global circulation models. The scale de-

pendence of ED is introduced by pragmatic blending of

the two components. In the subcloud layer, the blended

K profile is always used, while in the cloud layer, the

smaller one of the two components is applied.

The pragmatic blending approach by Boutle et al.

(2014) adjusts the standard K profile by a weighting

function. Thereby, at small resolutions, Kh resembles

the Kh,LES calculated by the Smagorinsky-type scheme

of the LES, while at coarse resolutions,Kh resembles the

Kh,GCM calculated for a general circulation model:

K
h
5WK

h,GCM
1 (12W)K

h,LES
. (10)

The Kh,LES originates from the LES model and is

calculated as

K
h,LES

5
K

m

Pr
, (11)

with Pr the Prandtl number and Km the coefficient for

momentum:

K
m
5 (c

s
l)2S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

Ri

Pr

r
, (12)

with cs a constant, l a length scale, S the magnitude of

deformation, and Ri the local Richardson number. For

more information about the Smagorinsky–Lilly turbu-

lence scheme, see, for example, Stevens et al. (1999).

TheKh,GCM is taken from the originalED(MF)n, where

the defaultKh of theEuropeanCentre forMedium-Range

Weather Forecasts (IFS documentation, cy40r1, part IV:

Physical processes; www.ecmwf.int) is used. In the mixed

layer,

K
h,GCM

5
ku*
f
h0

�
12

z

z
i

�2

, (13)

with k the von Kármán constant, u* the friction velocity,

z the height, zi the boundary layer height, and fh0 a

stability function.

The W is the weighting function based on turbulent

kinetic energy partitioning by Honnert et al. (2011) and

simplified by Boutle et al. (2014):

W5 12 tanh

�
bz

i

Dx

�
max

�
0, 12

Dx

4z
i

�
, (14)

with b 5 0.15 a parameter controlling the speed of the

transition, zi the boundary layer height, and Dx the

horizontal grid size.

Using Eq. (10), Kh resembles Kh,LES for the simula-

tion with a horizontal resolution of 100m, while Kh re-

semblesKh,GCM for a resolution of 1000m. By using this

blending approach and therefore including the grid size

Dx, both parts of ED(MF)n are now scale aware. The

effect of this added change to ED(MF)n is presented in

section 4c.

d. Setup

The parameterization scheme ED(MF)n as described

above is implemented into an LES. The LES used in this

study is the UCLA LES, described in Stevens et al.

(2005). The UCLA LES parameterizes the subgrid

fluxes with the Smagorinsky–Lilly closure. At the

surface, the sea surface temperature and gradients are

prescribed. The standard microphysics used is a two-

moment rain scheme developed by Seifert and Beheng

(2001) and implemented following Stevens and Seifert

(2008). ED(MF)n is included into the UCLA LES

by replacing the standard SGS of the LES, whereby

ED(MF)n is only applied to the prognostic thermody-

namic state variables and not to momentum. In each

column of the LES, the ED(MF)n initializes n updrafts

at the surface, which continue to rise until they reach

their termination height. Because of the dependence of

the plume model [Eqs. (5) and (6)] on the local envi-

ronment, the termination height will become dependent
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on it (Brast et al. 2016). Also, the eddy diffusivity is

calculated for each column [the ED part of ED(MF)n].

For most simulations in this study, a maximum of n5 10

updrafts will be used, which makes its computational

efficiency comparable with other convection schemes, as

shown byNeggers (2015). Accordingly, the use of n5 10

is a reasonable compromise between resolving the size

density whileminimizing computational costs. InUCLA

LES, the ED(MF)n scheme with 10 plumes is also 10

times more computationally expensive compared to its

default Smagorinsky scheme. This nicely illustrates the

typical difference in computational cost of subgrid pa-

rameterization in an LES and a GCM. A sensitivity

study of n is given in section 4c.

To study the scale adaptivity of the parameterization

scheme, 10 simulations with the UCLA LES ED(MF)n

system were performed with horizontal resolutions

ranging from 100m to 1km and a fixed vertical resolu-

tion of 40m. Note that a simulation at 1-km resolution

can no longer be called an LES, as the largest boundary

layer eddies are no longer resolved. In this range, the

LES framework merely acts as a nonhydrostatic circu-

lation model, with ED(MF)n parameterizing all the

vertical transport by turbulence, while the individual

columns only weakly interact laterally. Moving from

low to high resolution, some thermals will become re-

solved, and the lateral interaction might become sig-

nificant. The advantage of this framework is that this

change in column interaction occurs naturally and

unconstrained, because at all resolutions, the motions

are nonhydrostatic.

The domains have 1443 1443 100 grid boxes, which

results in a different domain size for each simulation.

This difference in domain size might affect the repre-

sentation of the flow, but we speculate that this effect

is negligible. The advantage of this setup is that we

always have the same number of columns, which

simplifies comparing the statistics of the various simu-

lations. The 10 updrafts represent different size bins,

each having a width of 100m and together covering the

range 0 , l , 1000m.

As a test case, the Rain in Shallow Cumulus over the

Ocean (RICO) case is chosen (vanZanten et al. 2011).

This case is a well-documented quasi-equilibrium case of

marine shallow cumulus convection, with time-constant

large-scale forcing approximately balanced by fast-

acting turbulence and convection. We chose this case

for our study because the absence of strong time evo-

lution makes it easier to analyze the experiment. The

LES model used in this study, UCLA LES, has partici-

pated in an intercomparison and proven to be suitable to

simulate this case (Rauber et al. 2007). The simulation

time was 9 h, where the last 3 h are used for analysis.

3. Parameterizations in the gray zone

Before analyzing the behavior of ED(MF)n in the gray

zone, it makes sense to first elaborate on the problem of

modeling within the gray zone in general. How to deal

with circulations in the gray zone is still an open question

(Zhou et al. 2014; Ching et al. 2014). In principle, high-

resolution LES can represent the circulations in the

boundary layer (e.g., Ching et al. 2014; Maronga and

Raasch 2013). However, when the resolutions get

coarser, the circulations cannot be completely resolved

anymore. Coarse-grained high-resolution LES can in-

form how these circulations should be represented in

models with resolutions within the gray zone, because

coarse-grained fields reflect processes at different scales

that are fully integrated with each other and interact in

the right physical way (Shin and Dudhia 2016). This

behavior is not necessarily the case in simulations at the

corresponding resolutions in the gray zone (Efstathiou

and Beare 2015). From these studies, an important sci-

ence question emerges: if is it possible at all to design

scale-adaptive parameterizations that are capable of

reproducing the behavior of coarse-grained LES. This

means that the perfect parameterization will introduce

realistic interactions between unresolved and resolved

circulations. This is by no means an easy task, and much

is still unclear about how this could be achieved.

This study aims to investigate this problem in more

detail and to explore a possible way forward. To this

purpose, we define three datasets derived from LES that

act as starting points for interpreting the behavior of

scale-adaptive models in the boundary layer gray zone,

to be discussed in section 4.

The first dataset, referred to as smag, is derived from a

set of simulations with the default Smagorinsky–Lilly-type

scheme at a range of resolutions that spans the boundary

layer gray zone and with the setup described above. This

setup reflects the usual way of running LES.

The second dataset, called ED(MF)n unf, consists of a

similar set of simulations but with ED(MF)n replacing

the Smagorinsky–Lilly subgrid scheme and still without

size filtering. This setup represents the behavior of a

non-scale-adaptive GCM shallow cumulus scheme in

the boundary layer gray zone.

The third dataset, called smag cg, consists of coarse-

grained fields at various subdomain sizes within two

high-resolution LES simulations with the Smagorinsky–

Lilly-type scheme. The coarse graining of LES has been

used by various other studies to study various grid sizes

(e.g., Shutts and Palmer 2007; Honnert et al. 2011;

Dorrestijn et al. 2013; Efstathiou and Beare 2015; Honnert

et al. 2016). Hereby, we average the data horizontally

over an area corresponding to the resolution of the
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coarse-grained field (see Shutts and Palmer 2007). One

simulation has a horizontal resolution of 100m and a

domain size of 512 3 512 grid points; the other has a

resolution of 25m and a domain size of 200 3 200 grid

points. The use of two simulations is adopted to reduce

the computational burden of these simulations and has

previously been used by Dorrestijn et al. (2013). We

adopt the working hypothesis that the smag cg dataset

represents how a perfect, successful scale-adaptive pa-

rameterization should behave in the boundary layer

gray zone.

The mean profiles of the thermodynamic state of the

smag, smag cg, and ED(MF)n unf simulations are shown

in Fig. 2 for a resolution of 100m. The results from

smag cg are per definition the same as the results from

smag because the underlying simulations are the same

and the subdomain size is equal to the grid spacing of the

simulation. For both smag and ED(MF)n unf, the pro-

files are almost invariant across the different resolutions

(not shown). For smag, the profiles are similar to those in

vanZanten et al. (2011), while for ED(MF)n unf, the

inversion height is slightly overestimated. Horizontal

cross sections of vertical velocity of the smag cg dataset

at 400-m height are shown in Fig. 3 for various sub-

domain sizes. At small subdomain sizes, diagonal,

elongated structures can be recognized in the vertical

wind field, which disappear with increasing subdomain

size. This behavior is well known from previous studies

(e.g., Sakradzija et al. 2016; Beare 2014) and is reproduced

here. The smag simulation behaves similarly (not shown).

Figure 4 compares the subgrid and total vertical flux of

humidity for smag, smag cg, and ED(MF)n unf. Smag cg

shows a gradual transition between resolved and subgrid

transport with subdomain size, with more subgrid trans-

port for larger subdomains at all heights. For the smag

simulation, the subgrid transport in the cloud layer is al-

ways small compared to the resolved part. This suggests

that a default Smagorinsky–Lilly-type subgrid scheme as

developed for application in high-resolution LES is not

appropriate for these resolutions. Similar behavior has

been found by Cheng et al. (2010). The ED(MF)n unf

simulation is far too active in the subgrid transport, so all

transport is subgrid and no transport is resolved even for

coarse resolutions. The ratio of the subgrid transport to

the total transport, as averaged over the depth of the

cumulus cloud layer, in shown in Fig. 5. For ED(MF)n

unf, the subgrid dominates the total transport, while for

smag, the resolved transport always dominates. Only for

smag cg, a change from resolved transport at high reso-

lutions to subgrid transport at coarse resolutions occurs.

This S shape has been found in other studies (Dorrestijn

et al. 2013; Honnert et al. 2016).

FIG. 2. Mean profiles of (a) Ql and (b) qt averaged horizontally and over 3 h for smag cg, smag, and ED(MF)n

unffor a resolution of 100m.
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What these results suggest is that both the default LES

setup (i.e., smag) and the GCM setup [i.e., ED(MF)n unf ]

fail to reproduce a subgrid contribution that gradually re-

duces with increasing resolution. The smag cg results rep-

resent the behavior that a scale-adaptive parameterization

of vertical transport should have in the gray zone if it is

interactive with the resolved flow in the correct way. We

aim to reproduce the changing partitioning between

subgrid and resolved contributions across the gray zone

while at the same time preserving the amplitude and

vertical structure of the thermodynamic state, clouds,

and transport. Previous studies have captured this par-

titioning for turbulence schemes (e.g., Cheng and Xu

2008; Cheng et al. 2010). In this study, a first step toward

such a scale-adaptive scheme for advective mass flux

transport that is applicable to shallow cumulus convec-

tion is made by implementing the spectral ED(MF)n

into LES and applying size filtering in its size distribu-

tion. The behavior of this setup is discussed in the next

section.

4. Behavior of ED(MF)n

At different resolutions, the ability of the LES to re-

solve shallow cumulus clouds varies. A certain cloud can

be resolved at fine resolutions, while it becomes a

subgrid-scale process at coarser resolutions. How the

ED(MF)n subgrid scheme responds to these resolution

changes, and how its activity depends on it, is studied in

detail in the next sections.

a. ED(MF)n behavior

The thermodynamic profiles of ED(MF)n are shown

in Fig. 6 for different resolutions. The profiles are similar

to the profiles from smag except for the coarser resolu-

tions where the boundary layer height increases slightly,

which could be due to the fact that the entrainment

decreases with increasing plume size. The horizontal

cross sections of vertical velocity (Fig. 7) show a similar

behavior as in smag cg. The magnitude of the velocity

decreases slightly faster toward coarser resolutions.

Also shown are the outlines of the clouds resolved by

LES, which are located above the updrafts in the sub-

cloud layer. For the simulation with a fine resolution of

100m, most clouds are resolved, while almost no clouds

are resolved for grid sizes of 800m and more.

Figures 8 and 9 show profiles of different variables at a

range of LES resolutions, decomposed into contribu-

tions by ED(MF)n, by the LES, and by ED(MF)n and

LES together. In Figs. 8c and 8f, the total transport is

more or less the same at all resolutions. At first thought,

one might expect this behavior, as the instability created

FIG. 3. Horizontal cross sections of vertical velocity at a height of 400m after 9 h for smag cg for simulations with resolutions of (a)–(f)

100, 300, 500, 600, 800, and 1000m.
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by the prescribed large-scale forcing is the same for all

experiments; however, many SCM intercomparison

studies (e.g., Lenderink et al. 2004) have shown that

convective parameterizations can vary greatly in activity

given a certain instability. In other words, the robustness

of the transport profiles across this range of resolutions is

not trivial. It has to be mentioned that the boundary layer

does not develop in exactly the same way in all simula-

tions (i.e., some resolution dependency exists). At coarser

resolutions, the boundary layer deepens quicker, which

was already seen in the thermodynamic profiles. Near the

surface, the peaks of the fluxes differ slightly, probably

because the resolution near the ground at the coarse

resolutions is not sufficient to resolve these peaks. The

covariance of heat and moisture shows that at fine reso-

lutions, the LES contributes most of the transport, while

at coarse resolutions, ED(MF)n takes over.

The same behavior shown in Fig. 8 is evident for some

cloud variables (Figs. 9c,f,i) in that the vertical structure and

the magnitude of the cloud fraction, cloud condensate, and

cloud mass flux profiles are reasonably robust. For cloud

fraction and condensate, discretized steps of the cloud

variables appear at coarse resolutions, which is dependent

on the number of rising plumes. Only the largest plumes

represent the clouds, so when using 10 plumes, only about

two plumes represent most of the transport, and when one

plume stops, a step in the cloud variable appears. The im-

pact of the number of plumes is further studied in section 4c.

While the apparent robustness of total transport and

clouds is encouraging, much more intriguing is the shift

in the partitioning between parameterized and resolved

flux that takes place across the gray zone. This behav-

ior is far from trivial, and it shows that the size-filtered

ED(MF)n is indeed scale adaptive. The transport of heat

and moisture is achieved almost exclusively by the LES

at the fine resolutions, while at the coarse resolutions,

FIG. 5. Ratio between subgrid and resolved flux of qt averaged

horizontally, over 3 h, and over the heights between 400 and 2000m

for smag, smag cg, and ED(MF)n unf; smag is extended to finer

resolutions with results from smag cg with a resolution of 25m.

FIG. 4. Profiles of vertical transport of qt averaged horizontally and over 3 h at different resolutions (in colors) for (a) smag cg, (b) smag,

and (c) ED(MF)n unf. Dashed lines represent the subgrid contribution of the transport, while solid lines show the total transport.
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the subgrid scheme, which is in our case the ED(MF)n

parameterization scheme, takes over the transport. This

behavior is similar to the results from the coarse-grained

simulations (Fig. 4).

It is informative to investigate how the plumes of

ED(MF)n and the clouds of the LES interact (Brast et al.

2016). To this purpose, a comparison was made between

LES cloud top and the termination height of the plumes,

even though at coarse resolutions, there are no resolved

clouds present in the LES. Figure 10 shows this com-

parison for the simulations with resolutions of 100 to

600m. Only these finer resolutions were taken to illus-

trate the comparison of the termination heights of the

plumes with the LES clouds, because at coarser resolu-

tion, the LES resolves hardly any clouds. At fine reso-

lutions, the termination height of most plumes is close to

the LES cloud tops, and the upper triangle of the plot is

almost empty, because the parameterized plumes stop at

low heights and most of the cumulus clouds are resolved

by the LES (see Fig. 7, resolution 100m). The dots on

the diagonal line denote those plumes that are rising

within a resolved LES cloud and thus reach the same

termination height as the LES clouds (Brast et al. 2016).

With decreasing resolutions (Fig. 10b), the plume-

termination height increases compared to the LES

cloud-top height. Here, less clouds are resolved and the

plumes pick up the subgrid transport and therefore rise

higher. The LES clouds that are still resolved at these

coarser resolutions are shallow. This is a further in-

dicator that the cloud representation shifts from the LES

to the ED(MF)n with decreasing resolution.

At all resolutions, the ratio between subgrid and re-

solved flux of qt was calculated by averaging over

the horizontal domain, over 3 h, and over the heights

between 400 and 2000m (Fig. 11, black line), resulting in

an S plot similar to Fig. 2 in Dorrestijn et al. (2013) and

Fig. 2 in Honnert et al. (2016) and also similar to the

coarse-grained results (Fig. 5). This illustrates that the

shift in representation of the cumulus clouds from low to

high resolutions happens in a gradual way. This parti-

tioning has not been prescribed as a function of resolu-

tion but is achieved by the scheme itself through the size

filtering of the discretized size densities. Different height

averaging gives the same results as long as the height

interval roughly covers the cloud layer, which is shown

in Fig. 11a. Here, the ratio is studied at certain heights

corresponding to the mixed layer and the cloud layer.

It can be seen that the distribution between resolved and

subgrid fluxes behaves scale adaptively in the mixed

layer (at 400m) as well as in the cloud layer (at 1000m).

Especially in the mixed layer, the ratio is similar to

smag cg. In the subcloud layer, the mass flux part of

FIG. 6. Mean profiles of (a) Ql and (b) qt averaged horizontally and over 3 h for the size-filtered ED(MF)n simu-

lations for different resolutions indicated by the colors.
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the flux seems to be smaller, but as soon as the resolution

is coarse enough to include big plumes in the ensemble,

the mass flux increases in the cloud layer. Figure 11b

shows the standard deviation of the subgrid flux, which

represents the variability between the ED(MF)n trans-

port conducted in all columns. A maximum of the

standard deviation implies that in this range of resolu-

tions, the subgrid scheme is very responsive to the local

environment. It exhibits a peak in the gray zone, rep-

resenting the transition between clouds being mostly

parameterized at coarse resolutions and clouds being

mostly resolved at fine resolutions. The location and the

magnitude of this peak are in accordance with those in

Dorrestijn et al. (2013). At fine resolutions, there is an

increase in the standard deviation, which mainly origi-

nates from the middle of the cloud layer (not shown).

b. Energy spectra

Although it is important that the size-filteredED(MF)n

is able to adapt its transport activity to fit the resolution

while still maintaining the total transport, the energy of

the flow should also be well represented across the gray

zone for scales unresolved by the LES. To investigate in

more detail how much energy is represented by the

different scales, we analyzed the spectrum of the LES at

different resolutions. Previous studies have shown that

the power spectrum of vertical velocity is dependent on

resolution (Sakradzija et al. 2016). Therefore, to avoid

this possible problem, we use the smag cg simulation at

resolution 100m to act as an additional reference. This

simulation is the basis for the coarse-grained simulations

but is not coarse grained yet at 100-m resolution.We use

this simulation as reference because the domain is larger

than for smag. Using this reference should help inter-

pret the power spectra diagnosed from the UCLA LES

ED(MF)n runs at various resolutions. With decreasing

resolution, the energy of the scales smaller than the grid

size should become more and more represented by the

ED(MF)n. To calculate the energy of ED(MF)n, the

energy for every group of plumes was calculated as

follows:

ESGS(l, z)5A(l, z)Dx[w(l, z)2w
LES

(z)]2, (15)

with E the energy, Dx the grid box length, w(l, z) the

vertical velocity of the individual updraft, and wLES the

vertical velocity of the LES. Here, the vertical velocity

variance is weighted with the area fraction of the updraft

A and the grid box size to yield the relative contribution

of each size bin to the total spectrum. Note that the

contribution by diffusion is not accounted for in

Eq. (15), which might lead to a small underestimation

of the energy when comparing to the spectra derived

from LES.

FIG. 7. As in Fig. 3, but for ED(MF)n simulations. The black lines show the outline of the clouds resolved by LES.
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Figure 12 shows the spectra of the set of LES re-

alizations at various resolutions. The reference LES

with a larger domain size at 100-m resolution (smag cg)

is always shown for reference, since this line should

ideally be reproduced by the combination of LES and

ED(MF)n for all resolutions. The energy carried by

theED(MF)n size bins is indicated by the red dots. In the

ED(MF)n simulations, the resolved part of the spectrum

(black) has the typical shapeof the spectra at the resolutions

up to 600m (e.g., De Roode et al. 2004), while for the

coarser resolutions of 800 and 1000m, the resolved part

shows far too little energy. We think that this indicates a

total collapse of the resolved turbulence, a situation in

which all transport is conducted by ED(MF)n. This is

reflected by the flat w fields as shown in the last two

panels of Fig. 7 and also by the profiles in Fig. 8. At high

resolutions, the difference between the reference LES

and the ED(MF)n LES is very small. With decreasing

FIG. 8. Profiles of vertical transport of (a)–(c) qt and (d)–(f) Ql averaged horizontally and over 3 h at different resolutions

(in colors): (a),(d) dashed line is subgrid transport by ED(MF)n; (b),(e) dotted line is resolved transport by LES; and (c),(f) solid

line is total transport.
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FIG. 9. Profiles of (a)–(c) cloud fraction, (d)–(f) cloud condensate, and (g)–(i) cloud mass flux averaged

horizontally and over 3 h at different resolutions (in colors); (a),(d),(g) dashed line is subgrid portion by ED(MF)n;

(b),(e),(h) dotted line is resolved portion by LES; and (c),(f),(i) solid line is total profile.
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resolution, the number of size bins in the histogram that

survive the size filter and are retained in ED(MF)n in-

creases. The larger the updrafts are, the more energy

they represent (note that in the last two panels, the

100-m updrafts contain too little energy to be plottable).

The energy of the reference LES and the ED(MF)n

updrafts are similar in magnitude, and the gradient of

the slope of the reference LES and the updrafts is very

similar, which we take as an encouraging result. The

ED(MF)n updrafts complement the resolved spectra of

FIG. 11. Ratio between subgrid and resolved flux of qt of the size-filtered ED(MF)n scheme, averaged hori-

zontally, over the heights between 400 and 2000m and over 3 h (black line): (a) with the ratio for smag cg (gray line)

and the average at height levels 400 and 1000m (colors) and (b) with standard deviation of subgrid flux

(dashed line).

FIG. 10. Frequency density function of LES cloud-top and plume-termination height averaged over 3 h and for simulations with reso-

lutions of 100, 200, 300, 400, 500, and 600m.
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the LES quite nicely, so we conclude that a gradual in-

crease in the contribution by ED(MF)n with decreasing

resolution is also apparent in the power spectrum, such

that its shape over the whole range of sizes remains

roughly unaltered.

c. Sensitivity studies

In this section, the sensitivity of the results on some

choices regarding the setup is tested to gain more insight

into the behavior of ED(MF)n. The simulations used are

listed in Table 1. All of these simulations have a smaller

domain size to save computing time, which affects the

results only negligibly (not shown).

The first sensitivity study considers the impact of in-

troducing the scale adaptivity of the eddy diffusivity by

using an ED component without the scale-dependent

adjustments as discussed in section 2c (noED). The

second sensitivity test addresses the impact of the

number of bins in the discretized size density by using 50

updrafts instead of 10, which are evenly distributed in

size between 0 and 1000m (50up). As before, the size

bins larger than the grid spacing are still filtered out. The

third test assesses the impact of the total area fraction

a covered by the updrafts [Eq. (4)]. In the reference

simulation (ref), this fraction has a constant value of

10%. Now we run two sets of simulations with constant

values of 5% (a5) and 20% (a20).

The impact on the ratio of the subgrid to the total

humidity transport across resolutions is shown in Fig. 13.

Simulation noED is similar to the reference simulation

but overrepresents the subgrid transport at fine resolu-

tions, indicating that the adjustment made to the

scale adaptivity of the eddy diffusivity is necessary for

ED(MF)n to be truly scale adaptive. Simulation 50up

shows that the results are not very sensitive to the

number of updrafts. Ten updrafts seem to be enough to

represent the subgrid transport and indicate a good

compromise between a detailed representation of dif-

ferent cloud sizes and computing cost. An advantage of

using 50 updrafts is that the discretized steps in the

reference simulation seen in Fig. 9 are smoothed out

(not shown), because most of the transport is done by

the largest updrafts, and in this simulation, there is a

larger number of large updrafts. For simulation a20, the

gray zone (i.e., the transition between the clouds being

parameterized and resolved) is shifted toward finer

resolutions. At the coarse resolution, no change occurs

with respect to the reference simulation, because the

FIG. 12. Spectral energy density e of LES (lines) and ED(MF)n (dots) at a height of 400m averaged over 3 h for simulations with

resolutions of 100, 300, 500, 600, 800, and 1000m: black line is energy spectra of the ED(MF)n LES with varying domain size and

resolutions; blue line is the reference LES with domain size of 512 3 512 grid points and a resolution of 100m.
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distribution of the updrafts is similar and all transport is

done by the subgrid scales. At the fine resolutions, almost

all transport is resolved, which also results in a small dif-

ference between simulations and a20. Only at the

midresolutions, a change is apparent. The same explana-

tion holds for simulation a5, where the behavior goes in the

other direction, with the transport smaller at the mid-

resolutions. Apparently, the size filtering is crucial for

letting the system obtain a realistic S shape in the resolu-

tion dependence of the ratio of SGS to total flux.

5. Summary and conclusions

This study discusses a first step toward scale-

adaptive advective flux modeling by size filtering a

cloud-size–density-based mass flux scheme for shallow

cumulus convection. To this purpose, the ED(MF)n

scheme was implemented into an LES as an SGS

scheme. Size filtering was applied to the spectral mass

flux component that is coupled to the horizontal

resolution. This setup was then run at various resolutions

and compared to coarse-grained results fromLES, sincewe

adopt as our working hypothesis that a perfect scale-

adaptive parameterization scheme should reproduce the

behavior of a coarse-grained LES in the gray zone. The

advantages of using LES in this manner is that it acts

as a simple and transparent circulation model while

still retaining nonhydrostatic effects. This makes the in-

terpretation of the results easier. We argue that this system

can effectively act as an interactive testing ground for

scale-adaptive parameterizations.

We find that applying size filtering to the ED(MF)n

scheme does indeed introduce scale adaptivity that is

similar to that observed in offline subdomain analyses of

LES fields as reported by previous studies (e.g., Dorrestijn

et al. 2013; Shin and Dudhia 2016), and which is similar to

results from turbulence schemes (Cheng and Xu 2008;

Cheng et al. 2010). This size filtering is key to reproduce

the typical S-shaped curve in the resolution dependence of

the relative SGS activity, which has been presented here

for a coarse-grained LES (smag cg). The gradual transition

from subgrid to resolved was also apparent in the re-

constructed power spectrum.

The scheme studied here is scale adaptivemostly because

of the size filtering in the spectral mass flux component.

Note however that to make the scheme work satisfactorily

as a whole, the ED part of the scheme was made scale

adaptive aswell by adapting theKh parameter.Without this

adaptation, the scheme conducts excessive eddy diffusivity

transport at fine resolutions. This shows that for a true scale

adaptivity, the ED part of ED(MF)n must also be scale

aware. Further sensitivity studies showed that a higher

number of updrafts does not fundamentally change the

results, while changing the constant total area fraction of

the updrafts leads to a modest shift in the gray zone.

Several simplifications were made regarding the

design of ED(MF)n concerning the shape of the size

distribution and the representation of stochastic ef-

fects due to subsampling of the plume population.

These topics are subject to ongoing research. This

scheme is designed for surface-driven regimes such as

shallow cumulus clouds but could in principle also be

used for deep convection (Neggers 2015). This would

require upgrades (i) in the microphysics module in the

plume model, (ii) in the option to represent transport

by downdrafts, and (iii) to account for the impact of

spatial organization on vertical transport. For other

regimes such as stratocumulus, which are not surface

driven, the scheme would need to be adapted so that

the plumes are not initialized at the surface. Never-

theless, despite its primitive design, the tests with

the scheme as an SGS scheme inside an LES do

FIG. 13. Ratio between subgrid and total flux of qt, averaged over

3 h and averaged over the height range 400–2000 m. The colors

indicate the results of the different sensitivity studies as indicated in

the legend (see text).

TABLE 1. Overview over sensitivity studies.

Horizontal

domain size

in grid points

Scale-

adaptive

ED

No. of

updrafts

Updraft

fraction a

ref 144 3 144 Yes 10 10%

noED 96 3 96 No 10 10%

50up 96 3 96 Yes 50 10%

a5 96 3 96 Yes 10 5%

a20 96 3 96 Yes 10 20%
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demonstrate its scale adaptivity, and our results

highlight the potential of spectral schemes in scale-

adaptive modeling in general. Finally, the impact of

this skill on the larger-scale flow in the gray zone of

convection still needs to be explored, for example, by

implementation into a GCM and performing global

simulations. This is also a future research topic.
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