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Abstract 9 

This paper provides a review of the derivation of the refractive index structure function.  10 

It shows that the traditional formulation, based on the hydrostatic assumption, leads to 11 

increasing errors with height when compared with a formulation based on the potential 12 

temperature. The new derivation may have applications in observational work to measure 13 

C2
n and seeing and in numerical modeling efforts.  Analysis of the influence of the new 14 

formulation in numerical modeling of seeing suggests that impact will be small because 15 

the largest contribution to seeing generally comes from the lower troposphere.  Secondly, 16 

model calibration algorithms can be formulated to take the difference in formulation into 17 

account.  Nevertheless, under conditions of significant wind shear aloft the new 18 

formulation is likely to provide superior results. 19 

 20 

1. Introduction 21 

The physical origin of the optical effects of atmospheric turbulence is in the 22 

random  index-of-refraction fluctuations, also known as optical turbulence.  The energy 23 

Manuscript (non-LaTeX)
Click here to download Manuscript (non-LaTeX): StructureFunctionFinal-lines.pdf 

http://www.editorialmanager.com/amsjamc/download.aspx?id=19500&guid=8085e848-947b-44cf-adda-79f7fc2c7979&scheme=1


 2 

source for optical turbulence is derived from larger scale wind shear or convection.  24 

Because an analytic solution of the equations of motion is not possible for turbulent flow, 25 

statistical treatments are used.   26 

In general, turbulent flow in the atmosphere is neither homogeneous nor isotropic.  27 

However, it can be considered locally homogeneous and isotropic in small sub-regions of 28 

the atmosphere.  These regions are those whose scale lies between that of the larger 29 

eddies that comprise the energy source for the turbulence and the small scale eddies for 30 

which viscous effects become important.  This region of locally isotropic turbulence is 31 

know as the inertial subrange (Fig. 1).   32 

The fundamental statistical description of atmospheric turbulence in the inertial 33 

subrange was developed by Kolmogorov (1941) in terms of velocity field fluctuations.  34 

Kolmogorov assumed that the velocity fluctuations can be represented by a locally 35 

homogeneous and isotropic random field for scales smaller than the large eddies that 36 

provide the energy source for the turbulence.  This implies that the second and higher 37 

order statistical moments of the turbulence depend only on the distance between any two 38 

points in the turbulent layer.   39 

Using dimensional analysis, Kolmogorov showed that the structure function of 40 

the velocity field in the inerial sub-range satisfies a universal 2/3 power law.  The 41 

turbulent fluctuations of the atmospheric refractive index n along the direction r are 42 

described by the refractive index structure Dn(r).  For locally isotropic turbulence fields, 43 

the structure function of the velocity field can be written as 44 

! 

Dn (r) = Cn
2r2 / 3        (1)  45 

where Cn
2  is called the refractive index structure coefficient and can be considered a 46 
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measure of the strength of turbulence. In Kolmogorov’s formulation l << r << L, with l 47 

being the inner scale, or the size below which viscous effects are important and energy is 48 

dissipated into heat, and L is the outer scale or the size above which isotropic behavior is 49 

violated (Fig. 1).  For eddies with sizes between the inner and outer scales, fluctuations in 50 

the refractive index are correlated.  A detailed review of this formulation can be found in 51 

Tatarski (1961, 1971), Roddier (1981), and Vernin (2011). Astro-parameters of 52 

importance for ground-based astronomy can be derived once Cn
2  is known (Roddier 53 

1981; Businger and Cherubini 2011). Among these parameters, seeing is defined as 54 
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 57 

Fluctuations in the refractive index are related to corresponding fluctuations in 58 

temperature, pressure, and humidity.  At high altitude locations such as Mauna Kea, 59 

Hawaii, the humidity fluctuations account for less than 1% of the value of the index of 60 

refraction and pressure fluctuations are negligible.  Therefore, the refractive index 61 

fluctuations associated with the visible and near-infrared region of the spectrum are 62 

caused primarily by random temperature fluctuations.   63 

The statistical description of the random field of turbulence-induced fluctuations in 64 

the atmospheric refractive index is similar to that for the related velocity field 65 

fluctuations.  The concept of a conservative passive addititve (passive scalar) allowed 66 

Obukhov (1949) to relate the velocity structure function to the structure function for the 67 
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variations on the refractive index as follows: 68 

Cn
2 (z) = a2 KH

KM
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L0 is the turbulent mixing length that characterizes the turbulent eddies, KH and KM are the 72 

exchange coefficients for heat and momentum, and a is an empirical constant. 73 

The refractive index structure and the temperature structure, for most astronomical 74 

purposes, are related by the (Gossard, 1977) 75 

Cn
2 (z) = 80!10"6 p
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Tatarski (1961, 1971) pointed out that temperature is not a conservative passive 77 

additive and defines a pseudo-potential temperature as 78 

 H = T +!az ,       (7) 79 

which is an approximation of the potential temperature under conditions of hydrostatic 80 

equilibrium, where !a = g / cp .  He then derives an alternative formulation for M, which 81 

takes into account the fact that in the free atmosphere (i.e., above the ground layer), the 82 

adiabatic lapse rate γa could be comparable to the environmental temperature gradient 83 

! 
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+ .     (8) 84 

The derivation of (8) in Tatarski (1961, 1971) assumes that the atmosphere is in 85 

hydrostatic equilibrium and that the temperature change of a displaced parcel will follow 86 
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an adiabatic lapse rate.  Tatarski (1971) pointed out that this formulation is not valid for 87 

temperature fluctuations associated with larger vertical air motions.  H is obtained by 88 

expanding θ in series and using the barometric equation, and this approximation is most 89 

valid in the lower troposphere. 90 

Tatarski and others have referred to H as a “potential temperature”, which has led 91 

some authors to substitute θ for H in the structure function, thus writing C!
2  instead of the 92 

CT
2  for the temperature structure function in (6), and the following is found often in the 93 

literature 94 

Cn
2 (z) = 80!10"6 p

T 2

#

$
%

&

'
(

2

C!
2 (z) .     (9) 95 

 As a result there is a lack of clarity in the literature regarding the derivation of C2
n96 

and what formulation of the refractive index structure function is best suited for which 97 

application. The goal of this note is to shed light on these issues.  In particular, we 98 

demonstrate that application of Tatarski's formulation results in increasing errors aloft, 99 

which may impact calculation of C2
n and seeing above the lower troposphere. 100 

 101 

2. Another Look at the Refractive Index Structure Function 102 

Following Tatarski (1971), an analytical expression for C2
n is derived in this section 103 

from basic principles, using the potential temperature θ instead of H.  For application 104 

with electromagnetic waves, the refractive index n can be expressed as follows 105 

! 
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where T is temperature (K), p is pressure (mb), and e is water vapor pressure (mb).  107 

Because T and e are not conservative additives, (10) can best be expressed as a function 108 

of the potential temperature θ and the specific humidity q, which are both conservative 109 

variables.  The potential temperature is defined as 110 

! 

" = T p0
p
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R /Cv

       (11) 111 

where p0 is the reference pressure at 1000 mb, R is the ideal gas constant, and Cv is the 112 

heat capacity at constant volume. The specific humidity is defined by 113 

! 

e =1.62pq.       (12) 114 

Expression (10) expressed in terms of θ and e becomes 115 

! 
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that is  N=N(z, p(z), θ(z), q(z)).  117 

For example, suppose a parcel of air raises from height z1 to z2. The value of N for 118 

this parcel will undergo the following 119 

N1=N(z1, p(z1), θ(z1), q(z1)) è  N’=N(z2, p(z2), θ(z1), q(z1)) 120 

with θ and q conserving their values. Therefore the variation of the refractivity at level z2 121 

between the environment and the raised parcel is 122 

! 
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By applying (14) to (13) the following expression is found 124 
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Using the potential temperature definition (15) becomes 126 
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Under conditions where the contribution from moisture can be neglected, which is 128 

for most astronomical applications in the visible range, and following Tatarski’s 129 

formalism, (16) becomes 130 

! 
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This differs from (8) because of the presence in the denominator of the potential 132 

temperature and the use of potential temperature in the derivative not the approximate 133 

form H.  Accordingly, the expression for Cn
2 becomes 134 
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where 136 

C!
2 (z) = a2 KH

KM

!
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4/3M 2 .  (19) 137 

Equation (18) provides the true constant structure function for the potential temperature. 138 

No approximations were needed in its derivation.  The next two sections will show the 139 

difference between H and ϑ and the possible impact that using one versus the other might 140 

have in the estimation of optical turbulence. 141 

 142 

2.1 Evaluating the Difference between H and ϑ 143 

A sample plot of H and ϑ as a function of height shows that H is a good 144 
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approximation for ϑ for most of the atmosphere below the temperature inversion at an 145 

altitude of ~2 km (Fig. 2, 3).  However, the values of H and ϑ start to differ significantly 146 

at about 6-7 kilometers above sea level; consequently their derivatives will also differ.  147 

Current weather models that include algorithms to model optical turbulence 148 

extend well into the stratosphere.  For these applications, ϑ is the better choice of 149 

conservative variable to use in these algorithms.  The results from a case study of the 150 

impact of using one formulation versus the other in model calculations are presented in 151 

the next section. 152 

 153 

3.  Numerical Model Application of the New Formulation 154 

The model used in this study is the Weather Reaserch and Forecasting (WRF) 155 

model (Klemp et al. 2007, http://www.wrf-model.org).  The model configuration chosen 156 

for this case study is the same operational configuration used at the Mauna Kea Weather 157 

Center (MKWC, http://mkwc.ifa.hawaii.edu; Businger et al. 2002). The configuration of 158 

WRF is the same as detailed in Cherubini et al (2011) and the nested domains are shown 159 

in Fig. 4. The WRF model is initialized with the National Centers for Environmental 160 

Prediction (NCEP) Global Forecasting System (GFS) analyses. Boundary conditions are 161 

updated every 6 hours also using the GFS analyses1.  162 

In this implementation, the optical turbulence algorithm is parameterized 163 

following equations (17), (18), and (19).  The exchange coefficients for heat and 164 

momentum, KH and KM, are parameterized within the model planetary boundary layer 165 

                                                             
1 Using the GFS analyses instead of the GFS forecasts, as it is usually done in an 
operational setting, helps to reduce the impact of forecast error. 
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scheme (Mellor-Yamada-Janjic scheme, Janjic, 2002), while the outer length scale of 166 

turbulence is parameterized as described in Masciadri et al (1999). The full details 167 

regarding the optical turbulence algorithm are not included here for the sake of brevity 168 

and can be found in Cherubini et al (2011) 169 

As proposed by Masciadri and Jabouille (2001), and Masciadri et al. (2004), in 170 

order for turbulent production to begin under conditions of a stable atmosphere, the 171 

turbulent scheme requires a non-zero background for the Turbulent Kinetic Energy 172 

(TKE). Within the WRF MYJ boundary layer scheme, which solves the TKE budget 173 

equation, the background TKE is set to Emin= 0.1 m2 s-2.  For optical turbulence purposes 174 

though, this value is too large to produce realistic values of C2
n profiles in the upper 175 

troposphere.  In this work the background TKE is set to Emin=  1·10-4 m2 s-2.  In practice, 176 

a calibration of Emin based on observations is recommended.  The calibration allows the 177 

determination of a set of Emin values as a function of the different layers/profiles of the 178 

atmosphere, and therefore, of the characteristics of each turbulence region. Details on the 179 

calibration used in this experiment can be found in Cherubini et al (2011). 180 

 181 

3.1  Case Study from the 2002 Campaign 182 

The vertical distribution of turbulence over Mauna Kea was measured as a part of a 183 

site characterization campaign held during October and December 2002.  For the purpose 184 

of this work, only the data from the Generalized SCIntillation Detection And Ranging 185 

(G-SCIDAR) for the October portion of the campaign are used. For more details on the 186 

G-SCIDAR and it was operated during the 2002 MK campaign, the reader can refer to 187 

Cherubini et al. (2008). 188 
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Once the algorithm to calculate C2
n and seeing was revised in the WRF code as 189 

indicated in section 4.1, the model was rerun for the 23 October 2002.  WRF was 190 

initialized at 0000 UTC of that same nominal day. Optical turbulence profiles from the 191 

G-SCIDAR collected between 0600 UTC (2000 HST) and 1600 UTC (0400 HST) were 192 

considered and compared to the WRF output valid during the same timeframe. The C2
n 193 

simulated data are from the WRF innermost domain, with horizontal resolution of 1 km. 194 

Although the implemented algorithm produces C2
n in the surface layer, only simulated 195 

data from 70 m and up have been used in the comparison to match the G-SCIDAR 196 

observation range.  Figure 5 shows a comparison of two WRF runs to show the impact of 197 

the C2
n formulation, i.e., whether equations (9) or (18) is used to calculate C2

n.  The 198 

comparison illustrates how, as expected, the differences among the C2
n profiles increase 199 

with height given the intrinsic differences between T and θ and given the differences, 200 

already described in section 3, between H and θ.  201 

Clearly, the choice of the denominator in the C2
n definition has an appreciable impact 202 

on the simulated C2
n profiles. The two formulations of C2

n provide same vertical profile 203 

shape, but different inclinations/intensities.  The analytical derivation in section 2, free of 204 

approximations, suggests that the correct formulation is provided by equations (17) and 205 

(18).  No calibration is included in the results shown in Fig. 5, because a discussion of 206 

calibration is beyond the scope of this note.   207 

The optical turbulence algorithm implemented in the current version of the 208 

operational WRF model running at the MKWC includes these latest findings.  A good 209 

agreement between observed and predicted seeing is seen in Fig. 6. In this particular case, 210 
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the WRF algorithm was able to capture not only the average nightly seeing value but also 211 

the variability through the night.  212 

 213 

4.  Conclusions and Discussion 214 

A review of the derivation of the refractive index structure function C2
n is provided 215 

in this paper to address a perceived lack of clarity in the literature regarding this topic.  In 216 

this paper, C2
n has been derived following Tatarski (1971),  but unlike in Tatarski (1971), 217 

the potential temperature ϑ is used as the passive conservative variable instead of the 218 

pseudo-potential temperature H=T+γa, which presumes that the atmosphere is in 219 

hydrostatic equilibrium. The difference between H and ϑ is illustrated through an 220 

example in section 3.  Results from a sample case study show a positive impact for the 221 

upper troposphere when using the newer formulation of C2
n (Eq. 18) versus the traditional 222 

formulation (Eq. 9) in an optical turbulence algorithm implemented in the WRF model.  223 

The case study improved the agreement between observation and the synthetic C2
n 224 

profiles. The new formulation of C2
n may have applications in observational work to 225 

measure and seeing C2
n. 226 

Work to construct a robust calibration of the revised optical turbulence algorithm is 227 

currently in progress. The use of the MASS/DIMM system data, which has been 228 

operating at the summit of Mauna Kea since September 2009, and the Thirty Meter 229 

Telescope site monitoring campaign data will allow an accurate calibration based on data 230 

from a large sample of nights to more completely represent the range of turbulence 231 

conditions associated with the naturally occurring atmospheric variability.   It may be 232 
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interesting to investigate whether measurements of optical turbulence by traditional 233 

instruments (DIMM, MASS, and G-Scidar) that rely on equation (18) may also be 234 

affected by use of the new formulation in equation (9). 235 

 236 
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Fig. 4 MKWC configuration of the nested grids in WRF.  Inset map shows an expanded 294 

view of the main island in the Hawaiian chain.  The vertical resolution of the 295 

model is depicted in the diagram at right, including an expansion of the lowest 296 

1200 meters of the model domain. 297 
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Fig. 2 Skew T diagrams for Hilo, HI at 12 UTC on 23 Oct 2002.   315 

 316 

 317 



 18 

 318 

Fig. 3 Temperature (red line), potential temperature (blue line), and pseudo-potential 319 

temperature as defined in equation (11) (green line) calculated from the Hilo, 320 

HI, sounding at 12 UTC on 23 October 2002.  For reference the dashed line on 321 

the left panel indicates Mauna Kea’s summit level.  The right panel shows 322 

more detail from the summit altitude to 20 km above sea level.   323 
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 326 

Fig. 4 MKWC configuration of the nested grids in WRF.  Inset map shows an 327 

expanded view of the main island in the Hawaiian chain.  The vertical 328 

resolution of the model is depicted in the diagram at right, including an 329 

expansion of the lowest 1200 meters of the model domain. 330 
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Fig. 5 Averaged nightly Cn
2 profile for 23 October 2002 as observed (black dashed 333 

line) and predicted by the WRF algorithm when T2 (gray solid line) and Tθ 334 

(black solid line) are used respectively in the definition of Cn
2.  335 
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 339 
 340 

Fig. 6 Observed MASS (blue dots) and DIMM (red dots) seeing for the night from 341 

1800 HST 27 October 2011 to 0600 HST on 28 October 2011. The gray solid 342 

line is the WRF predicted seeing from the operational WRF run.  343 
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