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Abstract We document numerical experiments with a single-column, high-resolution
model of the stable boundary layer. The model resolves the logarithmic layer, and does
not require inverting the Monin–Obukhov similarity functions in order to calculate the sur-
face fluxes. The turbulence closure is based on the K-theory approach, with a new form of
stability functions of the Richardson number, evaluated by using the Surface Heat Budget
of the Arctic Ocean (SHEBA) and the Cooperative Atmosphere-Surface Exchange Study
(CASES-99) data. A comparison with two, high-resolution large-eddy simulation models
shows very good agreement. The reported numerical experiments test the effects of shear,
surface cooling, the Coriolis parameter, subsidence, and baroclinicity. The time evolution of
the drag coefficient, the heat-transfer coefficient, and the cross-isobar angle is also evaluated.

Keywords Baroclinicity · CASES-99 · K-theory model · Single-column model · SHEBA ·
Stable boundary layer · Subsidence

1 Introduction

An experimental effort, undertaken within recent years to study the stable boundary layer,
has been motivated by the importance of nocturnal turbulence in weather prediction, cli-
mate simulations, and in environmental studies related to air pollution and wind energy
applications. The consequential effort resulted in a number of programs (e.g., Cuxart et al.
2000; Kustas et al. 2004; Schwarz et al. 2004; Oncley et al. 2007; Thomas et al. 2008), and
major field experiments, including the Surface Heat Budget of the Arctic Ocean (SHEBA)
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34 Z. Sorbjan

project (e.g., Andreas et al. 1999) and the Cooperative Atmosphere-Surface Exchange Study
(CASES-99) (e.g. Blumen et al. 2001; Poulos et al. 2002). Obtained observations show that
instantaneous turbulent flows in stable conditions contain thin, quasi-horizontal layers with
large, positive and negative vertical gradients (e.g., Sorbjan and Balsley 2008). Such layering
systems are randomly distributed, a few metres deep, and many kilometres long. The stable
boundary layer does not reach equilibrium (e.g., Sun et al. 2003), and is sensitive to terrain
inclination, which can lead to the development of a variety of density currents and shallow
drainage flows (e.g., Derbyshire and Wood 1994; Mahrt et al. 2001; Monti et al. 2002). It
can be strongly affected by surface heterogeneity (e.g., Nappo 1991), radiative effects due
to the presence of water vapour and water droplets (e.g., Duynkerke 1999; Ha and Mahrt
2003), meandering motions, and propagating gravity waves (e.g., Chimonas 1999; Sun et al.
2004). Stable flows are also affected by baroclinicity (Kim and Mahrt 1992), and subsidence
(Mirocha and Kosovich 2010).

Stable turbulence is often assigned into one of two distinct regimes: the weakly stable
state, and the very stable state (e.g., Mahrt 2003). The weakly stable regime is characterized
by an overcast sky, moderate surface cooling, strong winds, and subcritical gradient Richard-
son numbers. The resulting potential temperature profile is of a convex shape, curved away
from the Earth’s surface (e.g., André and Mahrt 1982). On the other hand, the very stable
regime is characterized by fair weather conditions, low winds, clear skies, and strong surface
cooling. The gradient Richardson number in this case is relatively large, and the resulting
turbulence very weak, leading to the development of a shallow and colder boundary layer,
with concave curvature in the potential temperature profile. The very stable turbulence can
have either a “continuous” or an “intermittent” character (e.g., Mahrt et al. 1998; Coulter and
Doran 2002; Van de Wiel et al. 2003; Sun et al. 2004). The continuous state manifests itself
with a relatively large, negative heat flux at the surface, while the intermittent turbulence is
exemplified by short bursts of fluctuations, followed by events with low turbulent activity
(e.g., Mahrt 2003; Mahrt and Vickers 2006).

The vertical structure of the stable turbulence can also be classified locally in terms of the
Richardson number Ri (Sorbjan 2010a,b). Individual layers in the stable boundary layer can
be “near neutral” when 0 < Ri < 0.02, “stable” for 0.02 < Ri < 0.12, “very stable” for
0.12 < Ri < 0.7, and “extremely stable”, when Ri > 0.7. In the “near-neutral” regime, the
gradient-based similarity functions for fluxes and variances follow the power laws, expressed
in terms of the Richardson number Ri. In the “stable” and “very stable” regimes, the similarity
functions are described by empirical laws, while the generality of scaling laws in “extremely
stable” conditions is doubtful.

The primary purpose of our study is to examine the evolving stable boundary layer based
on a single-column model. The turbulence closure of the model uses the K-theory approach,
with empirical stability functions of the Richardson number that were evaluated by using the
SHEBA and CASES-99 observations (Sorbjan 2010a,b, 2011; Sorbjan and Grachev 2010).
The reported numerical experiments are designed to study the effects of shear, thermal strat-
ification, subsidence, and baroclinicity, by varying the surface cooling, the aerodynamic
roughness length, the Coriolis parameter, and the geostrophic wind. The study augments
similar analyses performed earlier by Delage (1974), Kim and Mahrt (1992) and Weng and
Taylor (2006).

The paper has the following structure: model equations and assumptions are discussed in
Sect. 2, with results presented and compared with large-eddy simulations and other single-
column models in Sect. 3. The effects of external parameters and external forcing are studied
in Sects. 4 and 5, with final remarks provided in Sect. 6.
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A Study of the Stable Boundary Layer 35

2 The Single-Column Model

2.1 Model Equations

The considered single-column model (hereafter referred to as SCM) employs the ensem-
ble-averaged, horizontally homogeneous equations of the atmospheric boundary layer in the
form:

∂U

∂t
= f (V − Vg)− ∂τx

∂z
+ su, (1a)

∂V

∂t
= − f (U − Ug)− ∂τy

∂z
+ sv, (1b)

∂Θ

∂t
= −∂H

∂z
+ sθ , (1c)

where U, V are the components of the wind vector, Ug, Vg, are the components of the geo-
strophic wind, f is the Coriolis parameter, Θ is the potential temperature, τx , τy , H , are the
turbulent fluxes for momentum and temperature, z is height, and t is time. The geostrophic
wind is set to vary linearly with height: Ug = Ugo + Tx z, Vg = Vgo + Ty z, where Ugo

and Vgo are the components of the geostrophic wind at the surface, Tx = −(β/ f )∂Θ/∂y,
Ty = (β/ f )∂Θ/∂x , are the components of the thermal wind, β = g/To is the buoyancy
parameter, g is the acceleration due to gravity, and To is the reference temperature. The terms
su = −ws∂U/∂z, su = −ws∂V/∂z, and sθ = − f (U Ty − V Tx )/β − ws∂Θ/∂z express the
effects of subsidence ws (< 0), and the horizontal advection of temperature. The effects of
drainage flows could also be incorporated (e.g., Sun et al. 2006), but are not included in the
present version of the model. The radiative effects are taken into consideration only in the
form of a constant surface-cooling rate, applied as a boundary condition.

Equations 1a and b are the momentum budgets, and Eq. 1c follows from the budget for the
potential temperature; the humidity equation is neglected. The turbulent fluxes are evaluated
based on the K-theory (Prandtl 1932):

τx = −Km
∂U

∂z
, (2a)

τy = −Km
∂V

∂z
, (2b)

H = −Kh
∂Θ

∂z
. (2c)

The eddy diffusivities, Km and Kh, are assumed to be in the form:

Km = l2
o S fm(Ri), (3a)

Kh = l2
o S fh(Ri), (3b)

where S =
√
(∂U/∂z)2 + (∂V/∂z)2 is the wind shear, Ri = N 2/S2 is the Richardson

number, N = √
β∂Θ/∂z is the Brunt–Väisälä frequency, and lo = (

√
τ/S)o is the mixing

length in neutral conditions, defined as the ratio of the momentum flux and shear at Ri=0.
Following Blackadar (1962), the mixing length can be expressed as:

lo = κz

1 + κz/λ
, (4)
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where κ = 0.4 is the von Karman constant, and λ is a scaling parameter. Blackadar related the
parameter λ to two external parameters, the geostrophic wind G and the Coriolis parameter f ,
viz., λ = cG/ f , where c is a constant, and the ratio G/ f can be understood as proportional to
the height of the neutral boundary layer. Blackadar suggested that c = 2.7×10−4. Generally,
c should be assumed to be dependent on the Rossby number Ro = G/( f zo), where zo is the
aerodynamic roughness length.

The empirical functions fm and fh are assumed to be of the form:

fm(Ri) = 1

(1 + 300Ri2)3/2
, (5a)

fh(Ri) = 1

0.9(1 + 250Ri2)3/2
, (5b)

and which were obtained from the SHEBA observations (Sorbjan 2010a,b; Sorbjan and
Grachev 2010), and verified based on the CASES-99 data (Sorbjan 2011).

2.2 Initial and Boundary Conditions

The above system of equations is augmented by the no-slip boundary conditions at the under-
lying surface, and the free-slip conditions at the top of the vertical domain, namely, at z = zo :
U = 0, V = 0,Θ = Θo − CR t , and at z = D : ∂U/∂z = Tx , ∂V/∂z = Ty, ∂Θ/∂z = Γ ,
where D is the upper limit of the computational domain,Θo is the initial surface temperature,

 is the gradient of the potential temperature above the boundary layer, CR is the cooling
rate, and t is time.

The boundary and initial conditions follow the GEWEX Atmospheric Boundary Layer
Study (GABLS) intercomparison (Beare et al. 2006, http://gabls.metoffice.com/index.html)
set-up (Cuxart et al. 2006). The case chosen, studied earlier by Kosovic and Curry (2000),
constitutes a moderately stable, quasi-stationary boundary layer, similar to cases commonly
observed over polar regions and nighttime conditions over land in middle latitudes. The
“basic set” of initial conditions describes a 100-m layer, with a constant potential tempera-
ture,Θo = 265 K; above the 100-m deep layer, the potential temperature increases according
to the gradient Γ = 0.01 K m−1, and a prescribed surface cooling rate of CR = 0.25 K h−1 is
applied for 9 h. The x-axis of the coordinate system is aligned with the geostrophic wind vec-
tor, with the geostrophic wind G set to 8 m s−1, the Coriolis parameter f = 1.39×10−4 s−1,
which corresponds to latitude ϕ = 73◦N, and zo = 0.1 m. In the above “basic set-up”, the
subsidence velocity ws, and the baroclinicity parameters, Tx , and Ty , are set to zero. For
G = 8 m s−1, f = 1.39×10−4 s−1, and for c = 2.7×10−4, suggested by Blackadar (1962),
one obtains λ = 15.5 m. Based on Sorbjan (2011), this value was slightly reduced, and
assumed to be equal to 12 m. For comparison, Kim and Mahrt (1992) obtained λ = 14.2 m
through the use of aircraft data from three different field programs.

The “basic set-up” was slightly modified in a number of model runs, by varying selected
parameters, including zo, the Coriolis parameter f , the surface cooling rate CR, the geo-
strophic wind G, and also by considering non-zero values of the subsidence velocityws, and
the baroclinicity parameters Tx , and Ty . Specifically, the subsidence velocityws was assumed
zero at the surface, linearly increasing with height at z < 50 m, and equal to 0.002 m s−1 for
z ≥ 50 m. This assumption is approximately equivalent to the case with subsidence profile
S2, which was considered by Mirocha and Kosovich (2010). A slightly different profile was
considered by Kim and Mahrt (1992). Because the model requires the initial shear to be
non-zero, the initial boundary condition for the wind-velocity components is assumed to
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be: U (z) = G(z/100)0.5 + Tx z, V (z) = 4(z/100)(1 − z/100) + Ty z, for z ≤ 100 m, and
U (z) = G + Tx z, V (z) = Ty z, for z > 100 m. The baroclinic runs were performed for
Tx =±1.5 m s−1 km−1 and Ty =±1.5 m s−1 km−1. The effects of the initial conditions were
found insignificant after roughly 3 h of simulation.

The model equations were replaced by their finite-difference analogue, using an implicit
scheme, and solved numerically by using the sweeping method in each timestep. In order to
obtain sufficient accuracy, and to resolve the logarithmic sublayer, the grid spacing was very
fine and non-uniform (logarithmic), with grid points located at z j = 10[ζo+( j−1)δz], where
ζo = log10(zo), δz is the grid increment, assumed to be equal to 0.03. The unknown values
U, V , andΘ were defined at levels z j , and the eddy diffusivity at midpoints z j±1/2. The num-
ber of grid points was typically 125. The grid increment along the vertical coordinate changed
from about 0.007 m near the surface to about 30 m near the upper boundary, and as a result
the time increment had to be small, equal to 0.10–0.15 s. Such a fine resolution enables the
surface fluxes to be evaluated directly from Eqs. 3–6, without inverting the Monin-Obukhov
similarity expressions, as is done in coarse resolution single-column models.

The main difference between the model introduced here and other single-column, K-the-
ory models (e.g., Duynkerke 1991; Kim and Mahrt 1992; Galmarini et al. 1998; Beare and
MacVean 2004; Edwards et al. 2006), is in the form of the applied stability functions fm and
fh, the form of the expression for the mixing length, and the value of the Prandtl number,
Pr = Km/Kh.

2.3 Diagnostic Equations

The system (1)–(5) can be augmented by an additional set of diagnostic equations. Specifi-
cally, the standard deviations of the vertical velocity and temperature can be estimated based
on the following gradient-based similarity expressions, and valid in the range Ri < 0.7
(Sorbjan 2010a,b; Sorbjan 2011):

σw = lo N
1

0.85 Ri1/2(1 + 450Ri2)1/2
, (6a)

σθ = loΓ
5

(1 + 2500Ri2)1/2
. (6b)

In the above, N is the local Brunt–Väisälä frequency, and the mixing length in neutral con-
ditions lo is defined in (4). The product lo N/Ri1/2 ≡ loS in (6a) can be regarded as the local
velocity scale; similarly, the product loG in (6b) is the local temperature scale.

The dissipation rate can be diagnosed from the steady-state turbulent energy budget in the
following form (Sorbjan 2010a,b):

ε = Km S2(1 − Rf ), (7)

where Rf = −βH/(τ S) is the flux Richardson number, and τ is the momentum flux, τ =√
τ 2

x + τ 2
y . Similarly, the dissipation for one-half of the temperature variance, εθ , can be

diagnosed from the steady-state budget in the following form (e.g., Caughey et al. 1979):

εθ = KhΓ
2. (8)

Noting that the flux Richardson number can be evaluated from an empirical expression, based
on the gradient-based similarity (Sorbjan 2010a,b):
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38 Z. Sorbjan

Rf = Ri

0.9

(1 + 300Ri2)3/2

(1 + 250Ri2)3/2
(9)

and that the structure parameters are defined as C2
v = 2ε2/3, and C2

T = 3.2εθ ε−1/3 (e.g.
Tatarski 1961), yields:

ε = (lo N )2 N
1

Ri3/2(1 + 300Ri2)3/2

[
1 − Ri

0.9

(1 + 300Ri2)3/2

(1 + 250Ri2)3/2

]
, (10a)

εθ = (loΓ )
2 N

1

0.9Ri1/2(1 + 250Ri2)3/2
, (10b)

C2
v = (lo N )2

l2/3
o

2

Ri(1 + 300Ri2)

[
1 − Ri

0.9

(1 + 300Ri2)3/2

(1 + 250Ri2)3/2

]2/3

, (10c)

C2
T = (loΓ )2

l2/3
o

3.56

(1 + 250Ri2)3/2

(1 + 300Ri2)1/2[
1 − Ri

0.9
(1+300Ri2)3/2

(1+250Ri2)3/2

]1/3 , (10d)

in the range Ri < 0.7. Note that the above equations have appropriate asymptotes in neutral
conditions. Specifically, when Ri = 0, then ε = l2

o S3, εθ = 0, C2
v = l4/3

o S2, and C2
T = 0.

3 Model Results

3.1 The “Basic Set-Up” Results

The vertical profiles of various characteristics of turbulent flow, obtained from the 9-h basic
simulation, are shown in Fig. 1. The wind-velocity components U, V are depicted in Fig. 1a,
and in addition to the 9-h profiles (black lines), the profiles obtained after 18-h of simulation
are also shown in the figure (blue lines). The difference between the 9-h and the 18-h profiles
is associated with inertial effects (e.g., Blackadar 1957; Van de Wiel et al. 2010). The effects
are noticeable in the upper part of the boundary layer, from about 100 to 200 m. They vanish
above the boundary layer, as a result of the adopted initial condition, which forces the wind
to become geostrophic above the boundary layer. Internal effects will be further discussed
in Sect. 4.3. After nine hours of simulation, a local maximum (“low-level jet”) occurs at
the altitude of about 150 m. Interestingly, after 18 hours, two local maxima can be seen in
Fig. 1a, for both components of the wind velocity. Such secondary maxima, caused by inertial
effects, are rarely observed in the atmosphere, due to the fact that unperturbed (by synoptic
effects) nocturnal conditions usually do not last long enough.

The components of the momentum flux, τx and τy , are presented in Fig. 1b. Both com-
ponents decrease with height, and reach relatively small values at a level of about 170 m,
which can be identified as the boundary-layer depth. The eddy viscosity and eddy diffu-
sivity in Fig. 1c increase with height, reach maximum values (equal to 0.75 m2 s−1 and
0.58 m2 s−1, respectively) at a level of about 25 m, and decrease with height above. The eddy
diffusivity Kh is larger than the eddy viscosity Km, which indicates that the Prandtl number
Pr = Km/Kh < 1 (Sorbjan and Grachev 2010).

Figure 1d depicts profiles of the Brunt–Väisälä frequency N (blue line), shear S (red line),
and the Richardson number Ri (black line). Referring to the thermal stratification classifica-
tion based on the values of the Richardson number (Sorbjan 2010a,b) one can verify in the
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A Study of the Stable Boundary Layer 39

Fig. 1 Model results obtained during the 9-h basic run: a wind velocity components, U and V (the 18-h
profiles are marked by blue lines), b components of the momentum flux, τx and τy , c coefficients Km and Kh,
d the Brunt–Väisälä frequency N (blue line), shear S (red line), and the Richardson number Ri (black line)

figure that the “near-neutral” regime (0 < Ri < 0.02) is located within the first 3 m above the
ground. The “stable” layer (0.02 < Ri < 0.12) extends to an altitude of about 80 m, while
the layer above, which extends up to an altitude of 190 m, is “very stable” (0.12 < Ri < 0.7).
Above the boundary layer, the Richardson number Ri is larger than 0.7, which indicates that
the atmosphere in this region is “extremely stable”.

Based on Fig. 1 we verified that the flux-based similarity function ψm = loS/U∗ coin-
cides in the boundary layer (not shown) with the similarity prediction ψm = f −1/2

m , where
U∗ = (τ 2

x + τ 2
y )

1/4 is the local velocity scale, S is the local shear, lo is the mixing length
described by (4), and fm is defined by Eq. 5a. Similarly, the flux-based similarity function
for the potential temperature, ψh = lo
/ϑ∗, coincides (not shown) with the similarity pre-
diction ψh = f 1/2

m / fh, where ϑ∗ = −H/U∗ is the local temperature scale, Γ is the potential
temperature gradient, and fm, fh are given by Eqs. 5a, b. As pointed out by Sorbjan (2011),
this result can be understood as an extension of the Monin-Obukhov similarity formulation
above the stable surface layer.

Diagnosed values of the dissipation rates, ε, εθ (not shown), decrease with height and
reach very small values at the top of the boundary layer, with both structure parameters, C2

v ,
C2

T, also decreasing with height. Above the top of the boundary layer, C2
T is undefined, where

the dissipation rate ε falls to zero.
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40 Z. Sorbjan

Fig. 2 A comparison of the single-column model results (solid lines) with two large-eddy simulations (dashed
lines): a wind velocity modulus, b potential temperature (the initial profile is marked by a blue dashed line),
c momentum τ and temperature H fluxes, d standard deviations, σw and σθ , for the vertical velocity and
temperature. The Met Office LES model is marked by black dashed lines, the University of Hannover LES
model is indicated by red dashed lines

3.2 Comparison with Large-Eddy Simulations and Other Single-Column Models

Figure 2 shows a comparison of the SCM results with the results of two, high-resolution,
large-eddy simulation (LES) models. The first model was developed in the UK Met Office
(Brown et al. 1994; Beare and MacVean 2004), and the second at the University of Hannover
(Raash and Etling 1991; Raash and Schröter 2001). Both simulations were performed for the
same initial and boundary conditions, prescribed as part of the GABLS intercomparison.

The agreement of the SCM and LES in Fig. 2 is very good, where the SCM results are
presented as solid lines in the figure, and the LES results are indicated by dashed lines.
The Met Office LES model (BMO) is marked by black dashed lines, and the University of
Hannover LES model (UH) is indicated by red dashed lines. The wind velocity (modulus)
in Fig. 2a nearly coincides with the BMO profile. In the UH model, the maximum velocity
is reached at z = 140 m, slightly below the level of the low-level jet indicated by the SCM,
and produces lower values of wind speed above z = 150 m.

The potential temperature profiles are shown in Fig. 2b. All three models show that the
surface temperature decreases to 263 K, which is enforced by the surface boundary condition,
and all resulting temperature profiles have convex curvatures above the surface layer. In that
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A Study of the Stable Boundary Layer 41

layer from about 150 to 210 m, the SCM temperature is 0.1–0.5 K lower than that obtained
from both LES models.

The momentum flux τ =
√
τ 2

x + τ 2
y , and the negative heat flux −H , are depicted in Fig. 2c,

where the SCM fluxes coincide with the UH profiles. The BMO model produces larger values
of the momentum flux, and the agreement of the heat flux profiles is excellent. There is also
good agreement of the standard deviations for the vertical velocity σw and temperature σθ in
Fig. 2d. The standard deviations for temperature, σθ , produced by SCM, strongly decreases
with height in the surface layer, and is nearly constant above it. The standard deviations for
the vertical velocity, σw, monotonically decreases with height. Note that the LES profiles
show only the resolvable part of σw and σθ .

A comparison of the SCM with the single-column models participating in the GABLS
single-column model intercomparison (Cuxart et al. 2006, http://turbulencia.uib.es/gabls)
exhibits larger discrepancies (not shown). The main differences between the SCM presented
here, and other single-column models (research and operational ones), are in the form of
the stability functions fm and fh, and in the form of the value of the adjustable parame-
ter λ. The values of λ, for the single-column models during the GABLS intercomparison
varied between 40 and 200 m, which is significantly larger that the value of 12 m adopted
here.

Generally, operational models utilize the “pragmatic” form of stability functions, which
slowly decay with Ri, and cause higher mixing efficiencies, than would be expected based
on local observations. As a consequence, such models avoid “decoupling” caused by an
excessive cooling near the surface over land points, which improves operational verifica-
tion scores. Nevertheless, they fail to produce the local development of the upper inversion,
and overestimate the local surface friction velocity (Cuxart et al. 2006; Beare et al. 2006).
The “long-tail” form of the stability functions can be understood as an attempt to para-
metrize the effects of subgrid-scale inhomogeneities within weather prediction and general
circulation models, and to take into consideration local drainage flows over hilly areas. Vali-
dation against local measurements, however, seems to show that the approach causes mixing
that is too strong in areas with little subgrid-scale topographic variations (e.g., Sarijarvi
2009).

The differences among various models can be expressed in terms of several character-
istics, such as the boundary-layer height h (e.g., defined as the height at which the stress
falls to 5% of its surface value, divided by 0.95), the surface temperature flux Ho, the fric-
tion velocity u∗, the Obukhov length L∗, and the cross-isobar angle α. The average values
of these parameters for research models during the GABLS intercomparison were: h =
208 m, Ho = −0.013 K m s−1, u∗ = 0.29 m s−1, L∗ = 130 m, α = 36◦ (Cuxart et al.
2006). The SCM results presented here are lower for most of the considered parameters:
h = 158 m, Ho = −0.009 K m s−1, u∗ = 0.24 m s−1, L∗ = 100 m, α = 37◦. In a sim-
ilar study, Weng and Taylor (2006) obtained, through the use of a 1.5-order turbulence
closure scheme, that h = 175 m, Ho = −0.011 K m s−1, u∗ = 0.27 m s−1, L∗ = 122 m,
α = 36◦.

4 Effects of External Parameters

In this section we briefly review numerical experiments with the SCM, performed to test the
effects of external parameters on the structure of the stable boundary layer.
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42 Z. Sorbjan

Fig. 3 Effects of the surface cooling rate CR: a wind velocity modulus, b potential temperature, c Richardson
number Ri. Profiles obtained in the 9-h run, for CR = 1.0 K h−1 (blue line), CR = 0.25 K h−1 (black lines),
CR = 0.05 K h−1 (red lines)

4.1 Surface Cooling

Effects of surface cooling on the structure of the stable boundary layer are depicted in Fig. 3,
where profiles were obtained for three cooling rates, CR = 1.0 K h−1 (blue lines), 0.25 K h−1

(black lines), and 0.05 K h−1 (red lines). For CR = 0.05 K h−1, the potential temperature,
in Fig. 3b, is nearly constant with height, and with increasing values of CR, the boundary
layer becomes more stable. When the cooling rate increases, the level hm of the maximum
velocity decreases (Fig. 3a), and values of the Richardson number within the boundary layer
increases (Fig. 3c).

The height of the boundary layer hf can be defined as the level at which the stress falls
below 1% of its surface value. For CR = 0.05 K h−1, hf ≈ 230 m and hm ≈ 200 m, and for
CR = 1.0 K h−1, hf ≈ 105 m and hm ≈ 90 m. The corresponding values of the Obukhov
length are: L∗ = 1, 480 m for CR = 0.05 K h−1, and L∗ = 12 m for CR = 1.0 K h−1, which
yields the values of the ratio hf/L∗ equal to 0.16 for CR = 0.05 K h−1, and hf/L∗ = 8.75
for CR = 1.0 K h−1. The Richardson number profiles, in Fig. 3c, allow identifying the ther-
mal stratification depending on the cooling rate. For CR = 0.05 K h−1, the boundary layer
can be classified as “stable” (0.02 < Ri < 0.12) up to z ≈ 170 m, and as “very stable”
(0.12 < Ri < 0.7) in the layer from 170 to about 220 m. For CR = 1.0 K h−1, the boundary
layer is “stable” up to z ≈ 15 m, and “very stable” in the layer from 15 m to the top of the
boundary layer at z ≈ 120 m.
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A Study of the Stable Boundary Layer 43

Fig. 4 Effects of the roughness length zo: a wind velocity modulus, b potential temperature. Profiles obtained
in the 9-h basic run with zo = 0.1 m are marked by black lines. Profiles obtained for zo = 0.001 m are indicated
by red lines

4.2 Surface Roughness

Figure 4 shows vertical profiles of wind velocity, potential temperature, obtained for two
values of the roughness parameter, zo = 0.1 m and for zo = 0.001 m. Profiles obtained for
zo = 0.1 m are marked by black lines, while profiles obtained for zo = 0.001 m are indicated
by red lines. As shown in Fig. 4a, when the roughness parameter is small, the wind speed near
the surface is greater, decreasing the shear S in the boundary layer, and reducing the turbulence
production. The smaller zo becomes, the shallower is the boundary layer; for zo = 0.001 m,
hf ≈ 140 m and hm ≈ 120 m, while for zo = 0.1 m, hf ≈ 170 m and hm ≈ 150 m. Similarly,
the smaller is the roughness length zo, the smaller are the turbulent fluxes (not shown), and
the less effective is diffusion from the vicinity of the cold surface upward. As a result, the
potential temperature within the boundary layer is larger for zo = 0.001 m, than is the case
for zo = 0.1 m (Fig. 4b).

4.3 Coriolis Parameter

Inertial effects related to the Coriolis parameter are illustrated in Fig. 5. The wind speed
and potential temperature profiles in Fig. 5a and b, obtained for f = 1.39 × 10−4 s−1, are
marked by black lines, while the results for f = 0.8 × 10−4 s−1 are indicated by red lines.
The difference between the black and red profiles is caused by different values of the inertial
period Ti (hrs) = 2π/ f = 12/sin(ϕ), in which the angle between the ageostrophic wind
vector and the x-axis changes by 2π . The inertial period Ti is equal to 12 h at the North and
South Poles, and is infinite at the equator. For f = 0.8 × 10−4 s−1 (latitude ϕ = 33.4◦, red
profiles), Ti is equal to 21.8 h, and for f = 1.39×10−4 s−1 (latitude φ = 73◦, black profiles)
Ti = 12.6 h. Consequently, the boundary layer at the latitude of 33.4◦ evolves more slowly.
This implies that the red profiles attain the exact form of the black profiles after 15.57 h
of simulation (i.e., after additional 6.57 h), but only in neutral conditions. They would be
slightly different (with respect to black profiles) in stable conditions, because the potential
temperature after 15.57 h of surface cooling would be different (lower) than its value after
9 h of cooling.

Figure 5c shows three hodographs of the wind-velocity components at three fixed levels,
z =11.7, 93.3, and 185.2 m, obtained in the 18-h basic run for f = 1.39 × 10−4 s−1. The
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Fig. 5 Inertial effects: a wind velocity components, and b potential temperature profiles obtained in the 9-h
basic run for f = 1.39 × 10−4 s−1 (black lines), and for f = 0.8 × 10−4 s−1 (red lines), c hodographs of
wind velocity components at three fixed levels, z = 11.7, 93.3, and 185.2 m, obtained in the 18-h basic run
( f = 1.39 × 10−4 s−1). The initial points of each hodograph are marked by black squares. The Ekman-type
spiral, at the end of the 18-h run, is marked by the red dotted line

Ekman-type spiral, plotted at the end of the 18-h basic run, is also depicted, and marked by
the red dotted line. The initial point of each fixed-level hodograph is identified by a black
square, while the final points are located at the Ekman-type spiral. At a given height z, circu-
lation along each fixed-level hodograph is clockwise, since the simulation is performed for
the Northern Hemisphere.

4.4 Shear

The effects of a weak shear are simulated by assuming the geostrophic wind G = 2 m s−1,
and the results are displayed in Fig. 6. The height of the boundary layer in this case is approx-
imately hf = 60 m, with the resulting surface-layer scales u∗ = 0.049 m s−1, T∗ = 0.031 K,
L∗ = 5.36 m. Figure 6a shows the wind-velocity modulus W , with the profile being loga-
rithmic (the dotted blue line) up to about 0.5 m. Above this level, the wind velocity follows
the log-linear curve of Businger et al. (1971), up to the level of about 10 m (red solid line).
The low-level jet occurs at about 35 m above the surface, and at the level of z ≈ 65 m, the
wind velocity modulus has a local minimum.

Figure 6b shows the potential temperature. The temperature profile has a concave curva-
ture and is logarithmic, up to the level of about 1 m (the dotted blue line), and above this
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Fig. 6 Effects of a weak shear, obtained in the 9-h run for G = 2 m s−1. Profiles of: a the wind modulus W ,
and b potential temperature Θ , c momentum τ and temperature H fluxes, d the Brunt–Väisälä frequency N ,
shear S, and the Richardson number Ri. The logarithmic profiles in a and b are marked by the blue lines, the
surface-layer similarity profiles of Businger et al. (1971) are marked by red lines

level, the potential temperature follows the log-linear curve of Businger et al. (1971), up to
the level of about 5 m (red solid line). The momentum and heat fluxes, τ and −H , are shown
in Fig. 6c, with the fluxes monotonically decreasing with height, and are non-linear. The
Richardson number in Fig. 6d indicates that almost the entire boundary layer (except for a
very thin layer near the surface) is “very stable” (0.12 < Ri < 0.7). The level at which,
the Richardson number reaches a maximum coincides with the height of the boundary layer.
The most intense turbulence occurs near the surface.

According to Mahrt (1999), the stable regime may assume an “upside-down” structure,
with the strongest turbulence at the top of the surface-inversion layer, where it is generated
by vertical shear on the underside of the lower-level jet. Near the ground, the flow can be
nearly laminar, and detached from the rest of the boundary layer. A similar phenomenon was
earlier described by Businger (1973), as taking place on clear nights, when thermal stratifi-
cation increases due to the strong cooling of the surface. The “upside down” turbulence is
considered a transient phenomenon, although this has not been formally documented very
well in the literature.

As follows from Figs. 1 and 6, the described “upside-down” boundary layer cannot be
achieved within the presented simulations. When the cooling rate at the surface is increased,
the thermal stratification increases, and the depth of the boundary layer decreases. As a con-
sequence, the wind shear S increases, causing the Richardson number near the surface to
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be come subcritical. Decreasing the wind speed does not change this situation, as the stron-
gest turbulence always appears near the surface where shear is the greatest. The inability
of the SCM to simulate the “upside-down” case could be associated with the fact that the
single-column model does not support the effects of breaking gravity waves.

4.5 Internal Versus External Scales and Parameters

System (1)–(6) is governed by five external parameters: the geostrophic wind G, the rough-
ness length zo, the cooling rate CR, the Coriolis parameter f , and the buoyancy parameter β.
Based on these parameters, three external scales can be formed: G for velocity, Ts = CR/ f for
temperature, and f −1 for time. The order of magnitude for these scales is: [G] ≈ 10 m s−1,
[Ts] ≈ 1 K, [ f −1] ≈ 3 h. There are two external height scales of the system: zo and the
ratio G/ f . Both are significantly different from the depth of the stable boundary layer,
[zo] ≈ 10−3−10−1 m, [G/ f ] ≈ 105 m. From the external parameters, two dimensionless
parameters can be formed, the Rossby number Ro = G/( f zo), and the external stability
parameter μ = βCR/( f 2G). A similar, external stability parameter was defined by Delage
(1974). The typical order of magnitude for these numbers is: [Ro] ≈ 105−107, and for
[μ] ≈ 101−102. As vital internal parameters, one can consider the surface-layer scales u∗,
T∗, and L∗, together with the cross-isobar angle α between the geostrophic wind and the
surface wind.

The dimensional analysis indicates that the ratios of the internal and external parameters,
and also values of the cross-isobar angle α, are functions of the Rossby number Ro, the
stability parameter μ, and the dimensionless time t f :

u∗
G

= fu(Ro, μ, t f ), (12a)

T∗
Ts

= fT(Ro, μ, t f ), (12b)

α = fa(Ro, μ, t f ). (12c)

An approach based on similar principles and referred to as the Rossby-number similarity
theory was developed in the 1960s and 1970s, with an additional assumption of quasi-sta-
tionarity.

Figure 7 shows the time history of the drag coefficient u∗/G, the cross-isobar angle α,
and the heat-transfer coefficient T∗/Ts, for given values of the Rossby number Ro and the
stability parameter μ, based on four runs with zo = 0.001 m, zo = 0.1 m, CR = 0.05 K h−1,
CR = 0.25 K h−1, and for f = 1.39 × 10−4 (Ti = 12.5 h). Note that the dimensionless time
tf is indicated at the upper edge of each plot. The figure indicates that the drag coefficient
u∗/G decreases when Ro increases, and decreases when μ increases. The cross-isobar angle
α decreases when Ro increases, and increases when μ increases. On the other hand, the heat-
transfer coefficient T∗/Ts decreases when Ro increases, and decreases when μ increases.
The above rules apply for all time. The drag coefficient u∗/G and the cross-isobar angle α
exhibit inertial oscillations with the period of Ti ; the heat-transfer coefficient T∗/Ts, however,
monotonically increases with time.

For large values of time, the ratio T∗/Ts flattens, and the temperature flux H becomes a
linear function of height, H = Ho(1 − z/hc), where Ho is the surface heat flux, and hc can
be referred to as the equilibrium height of the steady-state stable boundary layer. Since dH/dz
is constant with height, and equal to −Ho/hc, the cooling rate ∂Θ/∂t (Eq. 1c) must also be
constant, and equal to the surface cooling rate CR. This allows evaluating hc as:
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Fig. 7 Time history of: a the drag coefficient u∗/G, b the cross-isobar angle α, c the heat-transfer coefficient
T∗/Ts, for given values of the Rossby number Ro and the stability parameter μ. The dimensionless time tf is
indicated on the upper edge of the plot

hc = − Ho

CR
. (13)

One of the characteristic features of the stable boundary layer is that scales of height are
not unique. For example, the following scales for height can be considered: the Ekman scale
LE = u∗/ f , the Obukhov scale L∗, and the scale L Z = (L∗LE)

1/2 (Zilitinkevich 1972).
The scales can be used to estimate the depth of the stable boundary layer. Figure 8 shows the
time series of such estimates, obtained by using the 9-h basic run. In the figure, hc is obtained
from (13), while hZ = 0.4L Z (e.g., Garratt 1982), and hE = 0.1LE. Moreover, hm is the
height of the maximum wind velocity, and hf is the height at which the stress falls below 1%
of its surface value. The lines in Fig. 8, which represent hm and hf , were evaluated at the
nearest grid point of the SCM, and since the resolution of SCM near the top of the boundary
is coarse, the value of hf at the end of the run is larger than the value that can be obtained
from Fig. 1b.

As follows from Fig. 8, values of hf increase with time during the first four hours of
the simulation, and remain equal to 200 m later on. Values of hm reach a maximum at the
third hour of the simulation, and then decrease to 150 m. The remaining estimates of the
boundary-layer depth vary during the simulation, and at the end of the simulation, hE and
hZ coincide, and are approximately equal to the value of hf , obtained from Fig. 1b.
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Fig. 8 Scales of height during
the 8-h simulation of the basic
run: hf —the height at which the
stress falls below 1% of its
surface value, hw—the height
where the wind velocity is
maximum, hc = Ho/CR,
hz = 0.4 (LE L∗)1/2 (where
LE = u∗/ f ), hE = 0.1LE, and
L∗ is the Obukhov scale

Fig. 9 Effects of subsidence velocity ws: a wind-velocity modulus, b potential temperature. Black line the
basic run, blue line the run with subsidence, the initial potential temperature profile is marked by a dashed line

5 Effects of External Forcing

5.1 Subsidence

In the SCM, subsidence is introduced through the component −ws∂Θ/∂z, within the term
sθ on the right side of the temperature equations. Since ws < 0, then −ws∂Θ/∂z > 0, and
subsidence brings an additional source of heat into the boundary layer. The effects of subsi-
dence are shown in Fig. 9. The wind and potential temperature profiles in simulations with
subsidence are marked by blue lines, and in those without by black lines. Since subsidence
gradually increases with height below the level of z = 50 m, and is constant with height above
this level, its effects are most pronounced in the upper part of the boundary layer and above it.
Figure 9a shows the wind-velocity profile shifted downwards by subsidence, and as a result
the depth of the boundary layer is smaller than in the case without subsidence. This conclusion
is confirmed by the study of Mirocha and Kosovich (2010), based on large-eddy simulations.
A similar effect can be noticed in Fig. 9b, which depicts the potential temperature profiles,
where subsidence reduces the effect of cooling applied at the surface and diffused upward
by turbulence. Above z = 150 m, the warming effect (with respect to the initial profile) can
be seen in the figure. It has to be noted that the considered case is not general, and depends
on the adopted assumption on the distribution of the subsidence velocity with height.
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Fig. 10 Effects of baroclinicity: a wind-velocity modulus, b potential temperature (the initial profile is indi-
cated by a blue dashed line). Profiles of the geostrophic wind modulus are indicated by dotted (black or red)
lines. The cold-air advection profiles (CA) are marked by black lines, the red lines indicate the warm-air
advection run (WA)

5.2 Baroclinicity

Baroclinicity is introduced in the SCM through additional terms in the momentum and tem-
perature equations, with terms in the momentum equation modifying the geostrophic wind,
and increasing or decreasing it with height. The baroclinic terms in the temperature equation
introduce a positive or negative source of heat in the boundary layer.

Two baroclinic runs were performed, with Tx = +1.5, Ty = −1.5 m s−1 km−1, and with
Tx = −1.5, Ty = +1.5 m s−1 km−1. In the first case, the baroclinic component, − f (U Ty −
V Tx )/β (within the term sθ on the right-hand side of the temperature equation) is positive,
which implies warm-air advection. In the second case, the baroclinic term is negative, which
implies cold-air advection. The effects of baroclinicity are depicted in Fig. 10; the black lines
in the figure represent the cold-air advection run (CA), and the red lines denote the warm-air
advection run (WA). Figure 10a shows the modulus of the wind velocity (solid lines) and the
modulus of the geostrophic wind (dotted red and black lines). Changes of the geostrophic
wind with height, within the 250 m layer, are relatively small, about ±0.5 m s−1, but such
minor changes cause significant differences in the magnitude and position of the low-level
jet. The maximum wind speed of 10 m s−1 in run WA is located at the level of about 130 m,
and in run CA, the maximum wind speed of about 9 m s−1 is reached at about 185 m.

As seen in Fig. 10b, the surface temperature in both runs, WA and CA, is the same (which
is enforced by the boundary condition). Above the surface, the potential temperature is quite
different in both runs due to baroclinicity. Note that the baroclinic component in the tem-
perature equation, − f (U Ty − V Tx )/β is zero at the surface and its modulus increases with
height. Consequently, the upper part of the boundary is cooled during cold-air advection, and
warmed during warm-air advection. This produces a potential temperature profile in Fig. 10b,
more stable in the WA case and more neutral in the CA case. The surface temperature flux
(not shown) in run WA, is smaller (−0.0126 K m s−1) than in run CA (0.0048 K m s−1), due
to different potential temperature gradients near the underlying surface. The surface momen-
tum flux is larger in cold-air advection (0.062 m−2 s−2) than during warm-air advection
(≈0.05 m−2 s−2), and the depth of the boundary layer hf is larger during cold-air advection
than during warm-air advection.
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6 Conclusions

A numerical study of the stable boundary layer over a flat surface has been presented, based
on a single-column model (SCM). The turbulence closure of the model follows the K-theory
approach, with empirical stability functions of the Richardson number evaluated by using
the SHEBA (Sorbjan 2010a,b; Sorbjan and Grachev 2010) and the CASES-99 data (Sorbjan
2011). A comparison of the SCM and results of two large-eddy simulations shows very good
agreement of the considered profiles for wind velocity, temperature turbulent fluxes, and
standard deviations of vertical velocity and temperature.

The reported experiments with the SCM have been designed to study the effects of sur-
face cooling, the roughness length, the geostrophic wind, the Coriolis parameter, subsidence,
and baroclinicity. The results show that, when cooling rates increase, the boundary-layer
height decreases, the level of turbulence decreases, and the Richardson numbers increase.
The smaller the roughness length zo, the shallower is the boundary layer, and the smaller are
the turbulent fluxes. As a result, the potential temperature in the boundary layer, obtained
for a smooth underlying surface, is higher than would be the case for a rough surface. The
development of the stable boundary layer depends on the inertial period Ti = 2π/ f , and the
smaller the Coriolis parameter f , the slower is the boundary-layer evolution.

The drag coefficient u∗/G decreases when the Rossby number Ro = G/( f zo) increases,
and increases when the stability parameter μ = βCR/( f 2G) decreases. The cross-isobar
angle α decreases when Ro increases, and increases when μ increases. The heat transfer
coefficient T∗/Ts (where Ts = CR/ f ) decreases when Ro increases, and decreases when
μ increases. The above rules apply for all time. The drag coefficient u∗/G and the cross-
isobar angle α undergo inertial oscillations with a period Ti , while the ratio T∗/Ts, however,
monotonically increases with time, slowing, however, for large values of time. Subsidence
introduces an additional source of heat into the boundary layer, where the effects are most
pronounced in the upper part of the boundary layer. The depth of the boundary layer is
reduced, and values of the surface fluxes are slightly reduced when subsidence is present.

Even small values of the thermal wind can cause significant changes in the magnitude and
location of the low-level jet. The height of the maximum wind speed is smaller for warm-air
advection than it is for cold-air advection. Since the modulus of the baroclinic term in the
temperature equation increases with height, the resulting thermal stratification during cold-
air advection is closer to neutral, and more stable during warm-air advection. The depth of
the boundary layer hf is larger during cold-air advection than during warm-air advection.

The “upside-down” boundary layer cannot be attained within the presented SCM. The
most intense turbulence always appears near the surface where shear is the largest. The
inability of the SCM to simulate the “upside-down” boundary layer could be related to
the fact that the model does not support the effects of breaking gravity waves, which generate
turbulence in the upper portion of the stable boundary layer.
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