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Abstract. Advances in computers and in computational techniques now allow the 
calculation of electromagnetic (EM) wave propagation through simulated refractive index 
turbulence in the lower atmosphere. Such applications call for instantaneous turbulence 
fields, not turbulence statistics, the traditional focus of the turbulence community. We 
clarify their important differences and review what is known about key statistics of 
refractive index turbulence. We discuss the calculation of EM propagation with a 
parabolic equation model that uses composite refractive index fields, the larger scales 
being calculated with a dynamical mesoscale model and the smaller scales being calculated 
through large-eddy simulation. The locally, instantaneously sharp top of the atmospheric 
boundary layer can have a profound effect on forward scatter of EM waves. This top 
appears to be even sharper than is revealed by conventional measurements, particularly in 
the convective boundary layer. 

1. Introduction 

Three parallel developments over the past few 
decades now allow a new approach to the calculation 
of electromagnetic (EM) wave propagation in envi- 
ronmental flows, one that does not require inventing 
your own refractive index fields. They are (1) numer- 
ical modeling of environmental flows, (2) numerical 
simulation of turbulence, and (3) parabolic equation 
models of wave propagation. All three developments 
were made possible by the advent of large-scale, 
high-speed digital computers ---30 years ago. 

The first development has led to the remarkable 
reliability of today's numerical predictions of atmo- 
spheric phenomena on scales of tens of kilometers to 
1000 km [Dudhia, 1993; Hodur, 1987; Pielke et al., 
1992], which meteorologists call the "mesoscale." 
Today mesoscale modeling is the workhorse of re- 
gional meteorology [e.g., Black, 1994]. Not only is it 
used to produce forecasts for several hours to several 
days ahead and to test hypotheses formed from 
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observations, but it has also provided new insights 
into atmospheric structure and dynamics. To predict 
the evolution of meteorological fields in a limited 
(subglobal) domain, a mesoscale model uses initial 
conditions describing the specific case with the detail 
allowed by the observations and model resolution, 
plus lateral boundary conditions derived from a 
global model prediction [Dun'an, 1998]. For very fine 
resolutions (mesh sizes less than 10 km) the me- 
soscale model generally uses two or more domains of 
yet finer, "nested" grids [Zhang et al., 1986]. This 
procedure limits the introduction of errors due to the 
relatively coarse resolution lateral boundary predic- 
tions of the global model and, by reducing the com- 
putational requirements, makes real-time, fine-reso- 
lution predictions practical. 

Figure 1 shows a mesoscale model's 12 hour pre- 
dictions of potential temperature, water vapor mixing 
ratio, and modified refractivity M (defined by Burk 
and Thompson [1997]) along a vertical cross section. 
We used the Pennsylvania State University-National 
Center for Atmospheric Research mesoscale model 
(known as MM5) with three nested grids of 36, 12, 
and 4 km mesh centered over the Persian Gulf. MM5 

is similar to the most advanced operational forecast 
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Figure 1. Vertical cross sections over the northwest Persian Gulf showing 12 hour predictions of 
potential temperature, water vapor mixing ratio, and modified refractivity as a function of height above 
sea level produced by a 4 km mesh mesoscale model, at 1200 UTC (1500 LST), April 1, 1997. The mean 
wind flow is northwesterly (left to right in the figure); coastline is approximately 100 km from the left. 
(a) Isentropes (K) shown as thin solid lines, with thick dashed line representing the height of the 
convective boundary layer (left) and marine thermal internal boundary layer (right). (b) Contours of 
water vapor mixing ratio (g kg- ), with shaded area denoting region having a vertical gradient of mixing ratio 

4 i 1 
less than -0.20 x 10- g kg- m- . (c) Profiles of modified refractivity M along cross-section path at 
7 km intervals with shaded areas showing an EM duct capped by a region in which M decreases with 
height (trapping layer). Dashed line is as in Figure la. 
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Figure 1. (continued) 

models used by National Oceanic and Atmospheric 
Administration (NOAA) [Dudhia, 1993]. Vertical 
resolution here is 40 m at the surface, gradually 
increasing with height. The cross section is 200 km 
in length and oriented northwest-southeast in the 
northern end of the Persian Gulf [Seaman and 
Stauffer, 1999]. Approximately 80 km of the cross 
section lie over land (left), and 120 km lie over 
water (right). The large-scale flow is from the 
northwest, so the wind is directed offshore; the 
local time is 1500 LST when the surface tempera- 
ture and boundary layer depth over land approach 
their diurnal maxima. In Figure la the boundary 
layer over land is approximately 1200 m deep, while 
the isentropes show a much shallower, stable inter- 
nal boundary layer over the cooler sea surface. At 
the right-hand limit of the figure it has grown to 
--•150 m in depth. Figure lb indicates that this 
shallow marine boundary layer has a strong vertical 
gradient of moisture, due to intense evaporation 
from the sea surface into the overlying dry air. The 
important variations in atmospheric refractivity are 
controlled primarily by variations in temperature 
and moisture (section 5), so that the corresponding 

field of modified refractivity M (Figure lc) reveals 
a surface-based EM ducting layer (shaded), capped 
by a shallow zone where its vertical gradient is 
negative. This negative M gradient trapping layer is 
extremely low close to the coastline and gradually 
rises with distance downwind over the Gulf. Al- 

though the vertical resolution of the nearshore 
structure is limited, the model is capable of pre- 
dicting the mesoscale structure of individual cases 
with considerable precision. 

According to Rogallo and Moin [1984] the numer- 
ical solution of the equations governing turbulent 
flows (known as direct numerical simulation (DNS)), 
rests largely on foundations laid down by meteorolo- 
gists at the National Center for Atmospheric Re- 
search (NCAR). Fox and Lilly [1972] review this 
earliest work. Because DNS resolves the entire tur- 

bulent eddy size range, whose width increases with 
the flow Reynolds number (section 4), only modest 
Reynolds number flows can be calculated in this way; 
they correspond roughly to turbulence in a teacup, 
say. However, DNS was a breakthrough, the first 
"no-apologies" turbulence calculation. It gave direct 
access to the extraordinarily intricate, three-dimen- 
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Figure 2. Instantaneous distribution of a conservative tracer (Vq ß to, where Vq is the water vapor 
mixing ratio and to is vorticity) in a vertical plane of a convective atmospheric boundary layer (ABL) 
computed through LES. This tracer is zero in nonturbulent flow and hence reveals the sharp 
instantaneous top of the convective ABL. The domain is 2.5 km in the horizontal and 1 km in the 
vertical. 

sional, time-dependent, chaotic, nonlinear interac- 
tions that are turbulence. 

A less pure form of numerical simulation is large- 
eddy simulation, or LES [Galperin and Orszag, 1993]. 
LES solves (but only approximately) spatially filtered 
governing equations in which turbulence scales 
smaller than the filter scale have been removed 

(section 6). Figure 2 shows a "snapshot" of a vertical 
plane in a convective atmospheric boundary layer 
made visible through LES with ---2003 grid points in a 
domain 2.5 km by 2.5 km in the horizontal by 1 km 
deep. The tracer is the scalar product of vorticity and 
the gradient of water vapor mixing ratio, a conserva- 
tive scalar: one whose time rate of change following a 
fluid element is due only to molecular diffusion. This 
scalar is a good marker of turbulence, and Figure 2 
shows the instantaneously sharp but irregular top of 
the convective boundary layer and the space-filling 
nature of the turbulence within it. (As we shall discuss 
in section 7, it appears that this top is even sharper 
than LES can resolve.) This is a turbulence simulation 
counterpart of the acoustic sounding that startled the 
boundary layer meteorology community in the late 
1960s with its graphic displays of the instantaneous 
atmospheric boundary layer [McAllister, 1968]. 

Much of the original motivation for studying tur- 
bulent flows in engineering and in the environment 

stemmed from what Taylor [1935a, 1935b, 1935c, 
1935d] called their "virtual mean stresses." These and 
other virtual fluxes are now better known as Reynolds 
fluxes after turbulence pioneer O. Reynolds. These 
ensemble-average (section 4) quantities originate in 
the random, diffusive movement of constituents by 
the turbulent velocity field. If the molecular diffusivity 
of the constituent is on the order of that of momen- 

tum, as with temperature and water vapor in air, these 
Reynolds fluxes exceed the molecular ones by a factor 
of the turbulence Reynolds number R t (section 4), 
which is always large in turbulent flow. 

Until a few decades ago we viewed turbulence 
primarily in the dim light of the ensemble average. 
The long primacy of ensemble statistics generated 
through experiment and observation testifies to the 
impact of the Russian school that included A. N. 
Kolmogorov. Numerical simulation has fundamen- 
tally changed our approach to turbulence, however; 
today, for better and for worse, the turbulence com- 
munity is substantially if not predominantly numerical 
simulation-based. 

Parabolic equation (PE) codes allow the direct 
calculation of EM forward scatter in the lower atmo- 

sphere [Dockery, 1988; Kuttler and Dockery, 1991; 
Rogers, 1998; Gilbert et al., 1999]. Our hard-earned 
ensemble statistics of turbulence are not obviously 
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useful here, for the PE technique needs instantaneous 
refractive index fields, not statistics. It is tempting to 
"make up" a turbulent refractive index field: through 
random modes with amplitudes chosen to fit the 
spectrum of Obukhov [1949] and Corrsin [1951], for 
example. However, such a model is apt to be unphysi- 
cal because it fails to account for the phasing of the 
Fourier modes that results in spatially coherent ed- 
dies and, for example, the instantaneously sharp top 
of the convective atmospheric boundary layer (section 
7). It can also fail to connect turbulence with the 
larger-scale environment that shapes it. 

These three advances, mesoscale meteorological 
modeling, numerical simulation of turbulence, and 
the PE technique for calculating wave propagation, 
make possible a wave propagation solver on the 
mesoscale (section 7). The mesoscale model can treat 
the meteorology on scales of 1000 km down to a few 
kilometers with reasonable accuracy. It cannot re- 
solve the turbulence in the boundary layer, but it can 
quantify the chief environmental influences on this 
turbulence. These include the surface heat flux, which 
generates stabilizing or destabilizing buoyancy forces 
and dramatically changes the structure of the turbu- 
lence; the surface shearing stress, a key scaling pa- 
rameter for the turbulence generated from wind 
shear; and the vertical variation of the horizontal 
pressure gradient that drives the flow, which influ- 
ences the vertical profiles of the mean wind shear. 
Knowledge of such parameters allows approximate 
prediction of the instantaneous refractive index field 
in the boundary layer through LES (section 7). The 
linearity of the refractive index conservation equation 
allows this turbulent fine structure to be added to the 

mesoscale refractivity fields. 
This approach to "wave propagation engineering," 

as it might be called, is based on instantaneous 
turbulent refractive index fields. Unfortunately, we do 
not yet have an agreed-upon set of terms for instan- 
taneous turbulence fields; essentially all of our terms 
refer to turbulence statistics. The following example 
illustrates how this can cause problems. 

A recent review paper [Dockery, 1998] on parabolic 
equation models for EM propagation in the atmo- 
sphere uses the phrase "horizontally homogeneous 
refractive environments." The refractive environment 

in the lower atmosphere is usually turbulent, and 
turbulence is spatially irregular in all three directions, 
so the phrase could mean "turbulent refractivity of 
statistically uniform composition in the horizontal"; 
in turbulence language that is called "horizontally 

homogeneous turbulence." The author did not explic- 
itly mention turbulence, however, so another possi- 
bility is "refractivity that is nonturbulent and uniform 
in the horizontal." 

The author meant the latter (G. D. Dockery, 
personal communication, 1999). To minimize confu- 
sion, we have called this the "plywood approxima- 
tion" [Gilbert et al., 1999]. 

Refractive index turbulence has typically been 
modeled in wave propagation applications. Hithey 
[1993], for example, has included a "troposcatter 
model" within the PE model called radio physical 
optics model (RPO) and shows that it can provide 
improved predictions in some applications. Himey 
[1993, p. 908] writes, however, "Why this (troposcat- 
ter) model works so well is somewhat of a mystery." 
The resolution of this mystery presumably lies in the 
still elusive nature of instantaneous refractive index 

fields. 

Adding to the foundations laid by Gossard and 
Strauch [1983] and Webb [1984], we shall discuss the 
underlying concepts of refractive index turbulence in 
the lower atmosphere, observations of its structure, 
and its coupling to the larger-scale meteorology. We 
stress the differences between statistical and instan- 

taneous properties. Since those pieces were written, 
much has been learned about refractive index turbu- 

lence and the wave propagation problem, and the 
numerical simulation of turbulence has seen explosive 
growth. Thus we include a discussion of numerical 
simulation in the context of the EM propagation 
problem. 

Some of the material in this paper is given by 
Wyngaard [1992]. Where possible, we reference jour- 
nal papers reprinted in the volume edited by Andreas 
[1990]. 

2. Atmospheric Boundary Layer 
"Boundary layer" is an engineering term for the 

moving fluid layer adjacent to a body. The study of 
boundary layers was motivated by the conflict be- 
tween the zero-drag predictions of inviscid fluid me- 
chanics and the observation that a body in a moving 
fluid does experience drag. Researchers discovered 
that there is a thin layer near the body within which 
the flow velocity smoothly transitions from the value 
at the body surface to the free-stream value. The 
resulting velocity gradient at the surface generates 
viscous drag. 

Our perceptions about the atmospheric boundary 
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Figure 3. Instantaneous water vapor mixing ratio con- 
tours (in g kg -1) in a vertical plane of a convective ABL 
computed through LES. Near the convoluted boundary 
between turbulent flow below and nonturbulent flow above, 
the vertical gradient of mixing ratio can be locally large. 

layer (ABL) sharpened when it was made "visible" by 
acoustic sounders in the late 1960s. Over the ABL 

depth there can be strong changes in velocity, tem- 
perature, and the concentration of water vapor and 
other trace constituents. Some of the important fea- 
tures of the ABL are as follows: 

1. It has continuous, three-dimensional turbu- 
lence bounded by a top that is quite different instan- 
taneously and in the ensemble average. The instanta- 
neous top of the convective boundary layer is the thin, 
convoluted, ever-changing boundary between the tur- 
bulent flow and the stably stratified, warmer, drier, 
nonturbulent flow above (Figure 3). Ensemble, tem- 
poral, or spatial averaging produces a transition zone 
called the "interfacial layer" (Figure 4). 

2. Buoyancy is a dominant influence on the ABL 
and its turbulence. The canonical convective (positive 
surface heat flux; Figure 5) and stable (negative 
surface heat flux; Figure 6) ABLs are strikingly 
different in their structure. The nocturnal boundary 
layer over land is typically stably stratified through 
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Figure 4. The contours of Figure 3 averaged over the 
homogeneous y direction and over several times under 
stationary conditions to approximate an ensemble average. 
The averaging produces an interfacial layer between turbu- 
lent and nonturbulent flow that is smoother and more 

diffuse than the instantaneous boundary of Figure 3. 

Figure 5. An artist's sketch of a canonical convective 
ABL showing the large, buoyancy-driven convective eddies 
and the thin buffer region between the turbulent and 
nonturbulent fluid. U, mean wind speed; ©, mean potential 
temperature. 

surface cooling; at some height this extinguishes the 
turbulence and thereby determines the boundary 
layer top. The neutral (negligible surface heat flux) 
ABL is actually quite rare because even small tem- 
perature differences generate heat fluxes large 
enough to cause significant buoyancy effects. When it 
is found, it is apt to be capped by an inversion. 

3. The horizontal wind flow in the ABL is typi- 
cally driven by a hydrostatically determined horizon- 
tal pressure gradient. Horizontal temperature gradi- 
ents can cause this pressure gradient to vary with 
height, making its horizontal mean momentum bal- 
ance more complicated than that of its laboratory 
counterpart, the boundary layer over a flat plate. 

4. The mean ABL depth h can range from tens of 
meters to a few kilometers. Over land it typically 

Figure 6. An artist's sketch of a canonical stable ABL. It 
is characterized by a cooled surface, shear-driven turbu- 
lence with eddy size limited by the stable stratification, 
gravity wave activity, and a maximum in the mean velocity 
profile. It is usually shallower than a convective ABL. 
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evolves over the course of the day because of the 
changing surface energy budget. In clear weather the 
depth increases with time after sunrise as surface 
heating drives turbulent convection. In a horizontally 
homogeneous environment the rate equation for h is 

dh/dt = w e q- W(h), (1) 

where We is the entrainment velocity due to turbulent 
entrainment of the overlying inversion and W(h) is 
the mean vertical velocity at the ABL top. W and We 
are typically on the same order of magnitude. Under 
high pressure a negative value of W is induced 
through the interaction of surface friction and Corio- 
lis effects known as "Ekman pumping," and so dh/dt 
is less than We; this tends to limit h and inhibit cloud 
formation. Mean ABL depth h typically reaches a 
peak in the afternoon; in late afternoon the surface 
heat flux vanishes, shutting off the buoyant produc- 
tion of turbulence so the ABL turbulence intensity 
decays. At night, a thinner, stably stratified boundary 
layer with shear-driven turbulence develops at the 
surface and deepens with time. 

5. The near-surface portion of the boundary 
layer, the lowest 10%, say, is called the "surface 
layer." Because of its accessibility to measurement, it 
is relatively well understood. Monin-Obukhov simi- 
larity describes major aspects of the statistical struc- 
ture of the surface layer under a wide range of 
stability conditions, both unstable and stable. 

6. The required averaging times for convergence 
of time-averaged ABL flow statistics to the ensemble 
averages can be quite large, often larger than the 
times over which the flow can be considered quasi- 
steady. For this reason the scatter in atmospheric 
turbulence measurements tends to be much larger 
than in engineering flows. 

7. Air masses residing over large bodies of water 
for several days (in the absence of large gradients in 
sea surface temperature) typically have boundary 
layer temperatures that differ little from that of the 
underlying water. Surface heat fluxes in this case tend 
to be much smaller than over land and do not exhibit 

strong diurnal dependency. 
The monographs by Stull [1988] and Kaimal and 

Finnigan [1994] cover the ABL in detail. 

3. Turbulence 

Turbulence is the random, irregular motion of a 
moving fluid. Two-dimensional turbulence is dynam- 
ically quite different from the ubiquitous three-di- 

mensional variety [Termekes, 1978]; it is a useful 
model of the general circulation of the atmosphere, 
whose thickness is small compared to the Earth's 
diameter. "Random" means different in every real- 
ization of the flow; it does not imply that turbulence 
is Gaussian or of any other specific statistical nature. 
(Only the even moments of the energy-containing 
(larger-scale) turbulence are approximately Gauss- 
ian.) A turbulent flow of a given geometry with 
infinitesimally different initial and boundary condi- 
tions will evolve differently in every realization of the 
flow. 

Transition from laminar to turbulent flow normally 
occurs when a Reynolds number UL/•, exceeds a 
threshold value; here U and L are representative 
velocity and length scales of the flow, and •, is the 
kinematic viscosity (dynamic viscosity/density) of the 
fluid, liquid, or gas. Transition occurs through the 
instability of the laminar fluid velocity field to pertur- 
bations. The spatially and temporally chaotic velocity 
fluctuations that result from this instability are suffi- 
ciently large that they interact through the nonlinear 
term in the momentum equation; they can keep the 
turbulent motion in energetic equilibrium by extract- 
ing energy from the mean flow. 

The randomness of turbulence (the inevitable dif- 
ferences between any two realizations of a turbulent 
flow) is believed to stem from its sensitive depen- 
dence on initial conditions. We can never avoid the 

small variations in initial conditions that cause each 

realization of a turbulent flow to be different. 

Three-dimensional turbulence owes its ubiquity to 
the tendency of fluids in motion to become turbulent 
and the tendency of turbulence to become three 
dimensional. It occurs in nearly all engineering flows, 
is found intermittently on smaller scales in the free 
atmosphere, where it is called "clear-air turbulence," 
and occurs continuously in clouds, in the atmospheric 
boundary layer, and in the upper ocean. 

Nobel laureate R. Feynman reportedly called tur- 
bulence "the last great unsolved problem of classical 
physics." It remains unsolved. Early workers referred 
to the "turbulence problem," which meant predicting 
the Reynolds fluxes so the mean velocity and temper- 
ature fields could be calculated. Today we have many 
more applications for turbulence knowledge, and so 
the "turbulence problem" has a broader meaning. 
Today it means calculating the structure of a turbu- 
lent flow of arbitrary Reynolds number to a given 
accuracy. We still have no way to do that. 

L. da Vinci was referring to turbulence when he 
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wrote "Remember, when discoursing about water, to 
induce first experience, then reason." His advice 
remains valid today: The study of turbulence pro- 
ceeds best when it proceeds from observations. Mak- 
ing archival-quality observations of turbulence, par- 
ticularly in the atmosphere, is very difficult, however, 
and there has been increasing interest in calculation 
methods for turbulent flows. 

In a review of a monograph on turbulent diffusion, 
Scorer [1980, p. 148] wrote "... because turbulence 
makes itself more complicated all the time so that no 
full description is possible, most theories are not 
theories about the turbulence at all, but about the 
consequences .... In the great outdoors we have, par- 
ticularly in the atmosphere, an unending succession 
of different cases, whereas it is a characteristic of the 
models that they refer only to particular cases. One is 
always bound to wonder whether the models are 
relevant enough to be worth the bother .... "Hunt 
[1981, p. 126] responded, "This approach is dismissed 
as useless by Professor Scorer... because nature is 
too complicated, he says, it cannot be codified... if 
we are to follow his advice and discuss nature eddy by 
eddy, how is the government [air-quality] inspector to 
make his decision and how are others to argue with 
him?" 

This exchange hints not only at the controversy that 
has attended the modeling of atmospheric turbulence 
but also at one of the important features of turbu- 
lence: its large excursions about an ensemble-mean 
state. Scorer's [1980] lament is particularly relevant to 
modeling EM propagation through parabolic equa- 
tion techniques. With the new turbulence modeling 
approaches (section 7) one can hope to represent the 
atmosphere's "unending succession of different cas- 
es." 

4. Describing and Representing 
Turbulence 

4.1. Statistical Properties and Individual 
Realizations 

Most of the descriptive terms for turbulence refer 
to its statistical properties, the traditional focus of 
turbulence research. These terms can be confusing to 
the nonspecialist. For example, in everyday usage, 
"homogeneous" means "of uniform structure and 
composition throughout." Thus "homogeneous tur- 
bulence" might seem incongruous. It is not; it means 
turbulence whose statistics are independent of posi- 
tion. Likewise, "steady" or "stationary" turbulence 

has statistics that are independent of time. "Isotropic 
turbulence" is statistically independent of translation, 
rotation, and reflection of the coordinate axes. The 

logarithmic wind profile (the proportionality of the 
mean wind speed to the logarithm of distance z from 
the surface) and the constant-flux layer (the near 
constancy of turbulent fluxes with z near the surface) 
are statistical properties of the flow near the Earth's 
surface; they exist only on average, not instanta- 
neously. 

Today we can produce instantaneous turbulence 
fields from remote sensors and from numerical solu- 
tion of the fluid equations, but unfortunately, we do 
not yet have nomenclature for them. We might be 
tempted to describe their spatial character as "inho- 
mogeneous" and their time behavior as "unsteady," 
for example, but we dare not, for those terms describe 
statistical properties. 

4.2. Ensemble Averaging 

In turbulence all the flow properties (velocity, 
pressure, temperature, water vapor density, and re- 
fractive index) are distributed irregularly in space, 
fluctuate chaotically in time, tend to be correlated 
with each other, and are different in every realization. 
Following Termekes and Lumley [1972], we use tildes 
to signify these turbulent dependent variables. In 
many applications we need only their mean values, 
and so it has been traditional to separate every flow 
property 8(xi, t) into mean and fluctuating parts, 

•(Xi, t) = •(Xi, t) + a'(xi, t) = •l(xi, t) + a(xi, t), (2) 

where 8 or A is the mean and a' or a is the 
fluctuation. Both the overbar-prime and uppercase- 
lowercase conventions are used in the literature. We 
will use the uppercase and lowercase convention 
where possible. 

One can use several types of averages to define 
mean values in turbulence. A time average is useful 
when the flow is statistically steady, which is not 
always the case. The earliest papers in turbulence 
[e.g., Reynolds, 1895] used a volume average. In 
numerical modeling we often use a volume or area 
average to remove smaller-scale information. The 

Russian school introduced the ensemble average: the 
limit of the average over realizations of a flow as the 
number of realizations goes to infinity. It is discussed 
by Batchelor [1960] and Lumley and Panofsky [1964]. 

The ensemble average has ideal properties' It is 
linear, it commutes with differentiation, and succes- 
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sive applications have no further effect. Formal sta- 
tistical treatments of turbulence generally use it. It 
can be impractical with typical observations, however. 

We can illustrate the ensemble average with a 
laboratory turbulent flow driven by a blower. A flow 
property •(x, t), where x is position and t is time 
(measured from the instant the flow is initiated, say), 
is a random variable, different in every realization. 
Every time history of • measured at a given position 
in the flow will be different and every "snapshot" of 
the spatial field of • at a given time will be different. 
We can indicate this randomness by writing the 
property as •(xi, t; a), a denoting the realization 
number. 

The ensemble average of • is defined by 

_ 71 N 

•(Xi, t) = A(Xi, t) = lim -- a• 1 •(xi, t; a). (3) N•o• N = 

Because it holds both position and time fixed, the 
ensemble average allows a mean value to depend on 
both position and time. 

A time average is almost always used with turbu- 
lence observations. Some combine spatial averaging 
(e.g., along aircraft flight paths) with time averaging 
and averaging over runs made under the same general 
conditions. In numerical simulation we often use 

spatial, temporal, and ensemble averaging. 
By the ergodic hypothesis [Termekes and Lumley, 

1972] a time average under stationary conditions and 
a spatial average in a homogeneous direction con- 
verge to the ensemble average. The theory of this 
convergence is well established [Lumley and Panofsky, 
1964; Termekes and Lumley, 1972]. For a time series 
the required averaging time (measured in integral 
scales) for determining the mean of a stationary time 
series to a given "uncertainty" (the rms difference 
between the time and ensemble means divided by the 
ensemble mean) varies directly as the ratio of the 
variance and the squared mean of the signal, and 
inversely as the square of the desired uncertainty. 

The 1968 Kansas surface layer experiment showed 
that the required averaging times for turbulence 
statistics in the ABL can be surprisingly long; for 
example, the constant-flux layer near the surface 
emerged only after several tens of hours of flux data 
were averaged [Haugen et al., 1971]. Some statistics 
converge even more slowly than others; stress re- 
quires much longer averaging time than variances, for 
example. Obtaining stresses in a convective ABL at a 
height of 200 m that are as good, scatterwise, as 1 

hour stresses measured at 10 m, say, requires an 
averaging time of-•50 hours [Wyngaard, 1973]. Long 
averaging times are not the answer because they can 
seldom exceed a few hours before nonstationarity 
effects creep in. 

Obtaining low-scatter data from midregions of the 
convective boundary layer, data averaged sufficiently 
long to minimize its scatter, is a formidable problem. 

4.3. Spatial Filtering 
Turbulent velocity fields have a wide range of 

spatial scales. Most of the kinetic energy is associated 
with fluctuations, or eddies, of spatial scale 1 which is 
on the order of the flow scale. These are called the 

"energy-containing" eddies. Kolmogorov [1941] hy- 
pothesized that the length scale of the smallest, 
"dissipative" eddies is on the order of r• - (e/v)1/4, 
where e is the rate of molecular destruction of 

turbulence kinetic energy per unit mass and v is the 
kinematic viscosity of the fluid. Length scale r• is now 
called the Kolmogorov microscale. Measurements in 
a wide variety of turbulent flows show that • -• u 3/1, 
where u is the characteristic velocity of the energy- 
containing eddies. It follows that the eddy size range 
in any (three-dimensional) turbulent flow is 

,• ,• __•) 3/4 _: __ 3/4 
T/ (1,,3/8) 1/4 = : R t , (4) 

R t being a Reynolds number of the energy-containing 
eddies. Resolving the dissipative eddies in a direct 
numerical simulation of turbulence is essential, for 
they keep the kinetic energy of the flow from growing 
without limit. 

In a daytime ABL the turbulence Reynolds number 
R t can be as large as 108 so that 1/r• -• 10 6 Typical 
values are 1 •- 10 3 m, r• •- 10-3 m. This scale range 
is far larger than can be used in the direct numerical 
solution of the governing equations of fluid motion 
(DNS). Computer size and speed currently limit DNS 
to 1/r• values of a few hundred and R t values of a few 
thousand, far smaller than in the ABL. 

Nonetheless, DNS can give useful insights into 
geophysical turbulent flows because the larger-scale 
structure of turbulent flows can be essentially inde- 
pendent of R t, provided that R t exceeds a threshold 
value. This is called "Reynolds number similarity," a 
misnomer; it means Reynolds number independence. 
This threshold value is often within reach of DNS, 
and DNS is being used today to provide insights into 
the structure of real turbulent flows in engineering 
and in geophysics. 
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In high-Rt flows the only viable approach at 
present is to spatially filter the equations to remove 
turbulent detail smaller than a certain scale. Solving 
these filtered equations numerically requires a spatial 
mesh size of the order of the filter scale, which can be 
far larger than the turbulence microscale. We tend to 
use as many grid points as our computers allow, so we 
typically choose the filter scale to be as fine as 
possible, on the order of 1/100 of the domain scale. 

Because of the nonlinearity of the flow equations 
this spatial filtering introduces new terms into the 
equations, terms that represent the interaction of the 
resolvable-scale fields with the subgrid-scale fields 
removed by the filter. These new terms are dynami- 
cally essential; for example, in LES they represent the 
mechanism by which kinetic energy is transferred 
from resolvable-scale motions to subgrid-scale mo- 
tions and, ultimately, to the smallest eddies where it is 
converted to internal energy by viscous dissipation. In 
practice we cannot represent these subgrid-scale ef- 
fects in the resolvable-scale equations exactly; we use 
an approximate subgrid-scale model for this purpose. 

The resolvable-scale fields resulting from spatial 
filtering are not to be confused with ensemble-aver- 
age fields. Resolvable-scale fields retain some ran- 
domness, the amount depending on the scale of the 
filter. At one extreme, mesoscale modeling, the filter 
scale is on the order of kilometers in the horizontal. 

These resolvable-scale fields have very little of the 
chaotic spatial and temporal variability that we call 
turbulence; they are more like two-dimensional tur- 
bulence. At the other extreme, large-eddy simulation 
(section 6), the filter scale is small compared to the 
energy-containing eddies, and the resolvable-scale 
fields are unmistakably three-dimensionally turbu- 
lent. 

variable is written as the sum of an ensemble mean 

and a fluctuation, 

h=N+n, •=P+p, •=E+e, •=r+o, (6) 

then to a good approximation, the fluctuations are 
related by 

n=(•)(p-e-P;) + (• + TC--•)(e - E ;). (7, 
Within the boundary layer, ambient pressure fluctu- 
ationsp can typically be neglected in comparison with 
water vapor pressure fluctuations e. Thus we can 
write this in the much simpler form 

n = a O + bq, (8) 

where q is water vapor mixing ratio and the constants 
a and b depend on the mean values of pressure, 
temperature, and water vapor mixing ratio. For radio 
waves the effect of water vapor fluctuations on n 
greatly exceeds that of temperature, so we can eval- 
uate the temperature coefficient a for a dry atmo- 
sphere. This gives, finally, 

n = 8.6 x 10-7(0- 7.8q) (9) 

5.2. Power Spectral Density 

The classical representation of turbulence statistics 
(that of Batchelor [1960], for example) uses the en- 
semble-mean and three-dimensional, homogeneous 
turbulence fields. The autocorrelation, spectral den- 
sity transform pair for the fluctuating refractive index 
n is 

•(Ki, t) = (2,r)3 e-iK'r'n 2R(ri, t) drl dr2 dr3, 

5. Turbulent Refractive Index Statistics 

5.1. Fluctuating EM Refractive Index 

The refractive index g -- C o/? for radio waves is 
given by [Wesely, 1976] 

= + . 
T T 

Here• is ambient pressure, • is the partial pressure of 
water vapor, T is ambient temperature, A = 77.6 x 
10 -6 K hPa -1 B = 72 x 10 -6 K hPa -1 and C = 
0.375 K 2 hPa -•. 

Wesely [1976] shows further that if each dependent 

(•0) 

n2R(ri, t) = eiK•r•qb(Ki, t) dK• dg2 dg3, 

with k i and r i being the wave number and spatial 
separation vectors, respectively, and with the normal- 
ized autocorrelation function R(ri, t) defined as 

n2R(ri, t) = n(xi, t)n(xi + ri, t). (•) 

The overbar represents the ensemble mean. The 
ensemble-averaging operator allows statistics to de- 
pend on time, but we will not generally indicate this 
explicitly. The spectral density integrates over its 
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three-dimensional wave number argument to the 
variance, 

f f f +ø* d)(t<i) dt<l d•c2 dt<3 =n 2. (12) 

It is usual to define a three-dimensional spectrum E s 
that is the integral of 4> over a spherical shell of radius 

Es(n) = • &(hi)d•r, n: (13) 
Fourier analysis of in situ observations is tradition- 

ally carried out in time. The Taylor or frozen-field 
approximation •l = 2rrf/U, with U being the mean 
wind (or aircraft) speed, is then used to convert the 
cyclic frequencyf to streamwise wave number • 1. The 
resulting one-dimensional spectrum is defined 
through 

(I)(/<1) = • e -in•r• n2R(rl, O, O) dri, (14) 
the one-dimensional Fourier transform of the auto- 

correlation function with separation in the streamwise 
direction. That autocorrelation function is the one- 

dimensional transform of •: 

n2R(rl, 0, 0) = e-iKlrl(I)(t<l) dK1. (15) 

Because of the aliasing associated with the integration 
over wave number, the one-dimensional spectrum is 
not a reliable indicator of spatial scales [Termekes and 
Lumley, 1972]. 

The ABL is inhomogeneous in the vertical, so this 
traditional representation should be applied only to 
the horizontal directions. The autocorrelation, spec- 
tral density transform pair is then 

qb2(t<l, •<2; Z)-- (2w) 2 e-iK'r'n2R2(rl,r2;z)drl dr2, 
(16) 

n2R2(r•, r2; z) = ei•r•&2(n•, n2; z) dn• dn2, 

with the autocorrelation function in the plane defined 
as 

n 2 (z)R2(rl, r2; z) = n(xl, x2, z)n(xl + rl, x2 + r2, z). 

//•• ,,/K• 5/3 
Range . x• 

Inertial Range • 
1/.Q 1/q 

[n K: 

Figure 7. A schematic of the three-dimensional spectrum 
of a conservative scalar. 

The corresponding one-dimensional spectrum in the 
• 1 direction, for example, is 

(I)2(K1) = qb2(K1, •:2) d•:2. (18) 

In a three-dimensionally homogeneous flow the rela- 
tion between 4>2 and 4> is 

qb2(t<l, •:2)= qb(t<l, •:2, •:3)d•:3. 

Thus the one-dimensional spectra are the same' 

(19) 

(I)2(K1) - qb2(K1, K2) dK2 

•• fm 0(K1, K2, K3) d•:2 d•:3 = (I)(K1). (20) 

The spectrum of refractive index, or of any conser- 
vative scalar, has three wave number ranges: the 
variance-containing range, the inertial range, and the 
molecular destruction or dissipative range (Figure 7). 
The first two are generally important in EM propa- 
gation. These ranges are defined relative to the scales 
I and '! of the variance-containing and dissipative 
eddies (this use of the Kolmogorov microscale '! 
assumes that the molecular diffusivity D of the scalar 
and the kinematic viscosity of air v are equal): 

Variance-containing range 

K : O(e-1), 

(17) Inertial range 
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Dissipative range 

• = o(•-•). 

In the turbulence community, l and r• have differ- 
ent names in the Western literature and in the 

Russian literature. The West knows them as the 

"integral scale" and "Kolmogorov microscale", re- 
spectively, while in the Russian literature they are 
called "outer" and "inner" scales. The EM propaga- 
tion literature [e.g., Strohbehn, 1968] tends to use the 
Russian names. 

At --•300 K, for temperature in air, v/D (the Prandtl 
number) is 0.72, and for water vapor in air the 
corresponding ratio (the Schmidt number) is 0.63. 
This requires a slight adjustment of the microscale of 
the temperature and water vapor spectra in air [Hill, 
1978a]. 

5.2.1. Variance-containing range. Generally speak- 
ing, only the one-dimensional spectrum in the mean 
wind direction has been measured in the atmospheric 
boundary layer. It integrates over its argument to the 
variance, 

f_• •(gl) dgl: n 2 (21) 
although several other conventions are used: combi- 
nations of integrating to the half-variance rather than 
the variance and from 0 to oo rather than from -oo to 

(2)0. 

The assumption of isotropy is poor in the variance- 
containing range; it is dynamically impossible for 
turbulence to be isotropic at those scales [Tennekes 
and Lumley, 1972]. 

5.2.2. Inertial range. Isotropy is a standard as- 
sumption in the inertial and dissipative ranges, al- 
though it is probably not always a good assumption 
[Sreenivasan, 1991]. Under this "local isotropy," as it 
is called, 4> depends only on g. Thus the three- 
dimensional spectrum is simply 

Es(g) = 4wK20(g). (22) 

The Obukhov [1949] and Corrsin [1951] form of the 
three-dimensional spectrum of a conservative scalar 
in the inertial subrange is 

Es(K) = •,g-1/3Xg-5/3, (23) 

where/3 --• 0.6 is a universal constant, e is the rate of 
viscous dissipation of turbulence kinetic energy per 
unit mass, and X is the rate of molecular destruction 
of scalar variance. In the inertial range the corre- 
sponding one-dimensional spectrum is 

3 ]3E-1/3Xg-5/3 -1/3Xg-5/3 , (24) •(•) = • = 13• 

where /31 is the one-dimensional spectral constant. 
Experimentalists usually use a one-dimensional spec- 
trum that integrates over the half line to the variance 
(rather than over the full line as in (21)), and in the 
half-line convention, /31 --- 0.4 [Champagne et al., 
1977]. 

Hill [1978b] has argued that there is a "bump" in 
the scalar spectrum at the small-scale end of the 
inertial range (Figure 7), and observations [e.g., 
Champagne et al., 1977] support this. 

5.3. Variances and Covariances 

Turbulence tends to make all fluctuating fields 
correlated in the variance-containing range unless 
flow symmetry dictates otherwise. Thus, in general, 0 
and q are correlated, and each is correlated with the 
fluctuating velocity u i to produce turbulent fluxes of 
temperature Oui and water vapor qu i. These fluxes 
generally have both vertical and horizontal compo- 
nents, the latter a joint effect of the vertical gradients 
of mean horizontal wind and the mean scalar [Wyn- 
gaard et al., 1971a]. 

Because of the decrease of pressure with height, 
the temperature of a vertically displaced air parcel 
changes, even in the absence of heat transfer. This 
makes temperature a nonconservative variable in 
ABL-scale motions. The conservative temperature is 

R/cp the potential temperature 0 = T(1000/P) , where 
P is pressure in millibars. 

5.3.1. Surface layer. In the surface layer the 
lowest portion (10%, say) of the ABL (Figure 8), the 
horizontal components of turbulent scalar fluxes are 
unimportant, and the vertical components are little 
changed from their surface values. Being the portion 
of the atmosphere most accessible to measurement, 
the surface layer is also the best understood. The 
Monin-Obukhov similarity hypothesis holds that over 
a statistically homogeneous surface, at heights above 
the molecular sublayer but within the "constant-flux" 
layer (below h0 in Figure 8), the statistical structure 
of the energy-containing turbulence depends only on 
distance z from the surface, the Boussinesq buoyancy 
parameter /3 - #/To, the surface temperature flux 
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Q 0 (the surface heat flux divided by pCp, with 9 being 
the air density and Cp being the specific heat at 
constant pressure), and the friction velocity (the 
square root of the kinematic surface stress) u,. 
Statistics made dimensionless with scales z (length), 
u, (velocity), and T, - -Qo/u, (temperature) are 
hypothesized to be universal functions of the stability 
parameter z/L, where L - - u ,3/kl•Q o is the Monin- 
Obukhov length. (The von Karman constant k = 0.4 
is traditionally included.) A negative value of z/L is 
associated with positive Q0 (upward surface heat 
flux); this occurs when the surface is warmer than the 
air and gives thermally unstable conditions. 

Both water vapor and temperature can contribute 
to buoyancy, and this is usually accommodated 
through the use of virtual temperature T v - T(1 + 
0.61 m), where m is the specific humidity (essentially 
equal to the water vapor mixing ratio, mass of water 
vapor per mass of air). In general, the similarity 
scales, and expressions are interpreted in terms of 
virtual temperature. 

For large instabilities (negative z/L values of the 
order of 1) some surface layer statistics show signs of 
following the predictions of free convection theory, 
despite the presence of mean wind shear. Termekes 
[1970] coined the term "local free convection" to 
describe this regime at the outer edge of the unstable 
surface layer. It can be interpreted physically as the 
result of the increasing influence of turbulent buoy- 
ancy forces with height; at some height the convective 
turbulence so dominates the mechanical turbulence 

that u, drops out of the governing parameter group. 
If so, the scales become Uf = (l•Qo z) •/3 for velocity, 
Tf - Q o/uf for temperature, and z for length; the 
local turbulent Richardson number l•Tfz/u• is then 
independent of z. In the local free convection li_mit we 
expect u • - u•, 0 2 - T•, or, equivalently, u •/u ,2 • 
(z/L) 2/3, •-7/T,2 • (z/L) -2/3. These predictions are 
consistent with observations (Figure 9). 

Measurements also show an asymptote under the 
very stable conditions at z/L - 1. Its physical inter- 
pretation is that at sufficient height above the surface 
the rate of loss of turbulent kinetic energy to buoy- 
ancy limits the size of the largest eddies. They can no 
longer be as large as the distance to the surface, so z 
loses its significance and drops out of the governing 
parameter group. The scales become u,, T,, and L; 
the mean wind gradient OU/Oz, for example, should 
approach u,/L, so that •m -- (kz/u,)OS/Oz •'• z/L. 
This behavior is also observed [Panofsky and Dutton, 
1984]. 
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Figure 8. Mean convective boundary layer profiles of (a) 
potential temperature, (b) vertical temperature flux, (c) 
scalar mixing ratio, and (d) scalar mixing ratio flux. 

The Monin-Obukhov (M-O) hypothesis has 
brought order to surface layer data, even at sites that 
are less than ideal. It does have some deficiencies; for 
example, it does not admit the influence of the large 
convective eddies. The horizontal turbulent wind field 

in the convective surface layer seems to scale with the 
convective velocity scale w, - (l•Qozi) 1/3 rather 
than u, [Panofsky and Dutton, 1984]. This mechanism 
probably causes other deviations from M-O similarity. 
Another failure concerns scalar statistics. Hill [1989] 
shows that the M-O hypothesis implies that the 
correlation coefficient between any two conservative 
scalars transferred through the surface (temperature 
and water vapor mixing ratio, for example) is 1.0 in 
magnitude. Although this correlation coefficient is 
often observed to be large, this prediction is strictly 
incorrect. The M-O hypothesis neglects the surface 
transfer physics, which can be different for different 
scalars and cause some decorrelation, and also ne- 
glects other sources of scalar variance such as entrain- 
ment and horizontal inhomogeneities. 
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Figure 9. Kansas observations [Wyngaard et al., 1971a] of 
the (top) rms vertical velocity and (bottom) rms tempera- 
ture plotted in Monin-Obukhov coordinates. 

5.3.2. Mixed layer. The midportions of the con- 
vective boundary layer are called the "mixed layer" 
(Figure 8) because of the strong mixing characteris- 
tics of its buoyancy-driven turbulence. (It is some- 
times erroneously called the "mixing layer," a term 
properly reserved for the mixing region between two 
jets of different speed.) Deardorff [1970] suggested 
that the governing parameters for mixed-layer turbu- 
lence are /3, z, z i, Q0, and the surface water vapor 
flux Wqs. In this mixed-layer scaling hypothesis, sta- 
tistics made dimensionless with w,, z, a temperature 
scale O, = Qo/w,, and a water vapor scale q, = wq 
s/w, are universal functions of z/zi. For example, 
temperature variance 0 2 is hypothesized to vary as 
O,2f(z/zi), where f is a universal function. Near the 
bottom of the mixed layer these functions often agree 
with the local free convection prediction. For exam- 
ple, for temperature and vertical velocity variances we 
have 0 2 • T• • O,2 (z/zi) -2/3, u32 • u• • 
w,2 (z/z i)2/3 which are observed [Panofsky and Dut- 
ton, 1984]. 

As with M-O similarity, the detailed and systematic 
observations necessary to assess the range of validity 
of mixed-layer scaling do not exist. Kustas and Brut- 
saert [1987] found that over complex terrain the 
effects of mechanical turbulence due to the terrain 

could not be neglected, but others [e.g., Huyuh et al., 
1990] have found that over moderate terrain under 
sufficiently convective conditions, mixed-layer scaling 
did continue to hold. The entrainment at the mixed- 

layer top influences turbulence statistics, particularly 
those of scalars, well within the mixed layer [Kaimal et 
al., 1976]. Temperature fluctuations, for example, 
typically follow the mixed-layer prediction only until 
midlayer, where they begin to increase with height 
because of entrainment-induced fluctuations; water 
vapor fluctuations, which can dominate EM refractive 
index fluctuations, often depart sooner. In extreme 
cases this can give huge scatter (Figure 10). 

One way to account for entrainment effects on 
scalars is the top-down, bottom-up decomposition of 
Moeng and Wyngaard [1984]. A conservative scalar 
field c can be written as the sum of a top-down part c t 
due to the entrainment flux and a bottom-up part cb 
due to the surface flux. Mixed-layer scaling deals only 
with the latter. A simple hypothesis is that c t scales 
with the flux cw • at mixed-layer top (Figure 8), so 
that c t 2 • (E-ff i /W , ) g2 ( Z/Z i ). The top-down function 
#(z/zi) can differ from the "flip" of the bottom-up 
function, f(1 - z/z i). Moeng and Wyngaard [1984] 
estimated some of the top-down scaling functions 
through large-eddy simulation. They found that the c t 

z/zi 

q2/q,2 

Figure 10. Mixed-layer scaling fails for water vapor mix- 
ing ratio fluctuations when their source is the entrainment 
process at the convective boundary layer top [Venkatram 
and Wyngaard, 1988]. Dashed line is the mixed-layer scaling 
found by Kaimal et al. [1976] for potential temperature 
fluctuations. 
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and cb fields are correlated, so that the full variance 
is c 2 = cJ + 2•bCt + ct 2. Fairall [1987] used this 
scaling hypothesis to predict the behavior of the 
refractive index structure parameter in the convective 
boundary layer. 

Observations of the truly neutral boundary layer, 
one with zero buoyancy flux throughout, are scarce. 
Rarely are adequate time and inversion-free depth 
available for its development to a quasi-equilibrium 
state. The ABL made stably stratified through a 
cooled surface (Figure 6) has been documented 
[Caughey et al., 1979; Nieuwstadt, 1984; Lenschow et 
al., 1988a] as has, to a lesser extent, the inversion- 
capped case with zero surface heat flux [Brost et al., 
1982; Duynkerke and Driedonks, 1988], which is stably 
stratified from above. Nieuwstadt [1984] has proposed 
a local similarity theory for the former. He suggests 
that the appropriate scales are based on the local 
kinematic shear stress and temperature flux. These 
define a local M-O length L l. He hypothesizes that in 
analogy to M-O similarity, turbulence statistics made 
dimensionless with the "local" u, and T, are univer- 
sal functions of the dimensionless height Z/Ll. As a 
closure hypothesis, he suggests that the local turbu- 
lence Richardson number approaches a limiting con- 
stant. These notions have received support through 
turbulence simulation [Mason and Derbyshire, 1990]. 

5.4. Structure Function Parameters 

A structure function is a two-point difference vari- 
ance. For point separations r = Ifil in the inertial 
range of scales, and with the assumption of local 
isotropy, the structure function for a scalar such as 
refractive index n is 

[n(xi, t) - n(xi + ri, t)] 2 = CN2r 2/3 r/ << r << •, (25) 

with C N 2 called the "structure function parameter." 
Since from (8) the fluctuating refractive index n 

depends linearly on fluctuations of temperature and 
water vapor mixing ratio, it follows that [Wyngaard et 
al., 1978] 

CN 2 = a2CT 2 q- 2abCrQ + D2CQ2. (26) 

ST2 , CQ2, and CTQ are the temperature, water vapor, 
and joint structure function parameters, respectively. 

Structure function parameters are ensemble-mean 
properties, and so vary smoothly in time and space 
[Tennekes and Lumley, 1972]. In a stationary flow they 
do not vary in time, and in a homogeneous flow they 

do not vary in homogeneous directions. In practice, 
however, they are invariably estimated through tem- 
poral or spatial averages, which as discussed in sec- 
tion 4.2 converge to the ensemble average under the 
proper conditions. These conditions are seldom met 
in atmospheric observations, and as a result, observed 
values of C N 2 often have statistical scatter that is 
interpreted as temporal and spatial variability. When 
C N2 is estimated through radar returns from scatter- 
ing volumes [Gossard and Strauch, 1983], for example, 
or through two-point difference variances [Lawrence 
et al., 1970], it can appear to be a random variable. 

Structure function parameters are proportional to 
the inertial subrange spectral level of the quantity. 
For temperature, for example, we can write the 
"experimentalist's" one-dimensional spectrum (I)e 
(the one that integrates over the half line to the 
variance) in the inertial range as [Wyngaard et al. 
1971b] 

(I)e(K1) = 0.25CT2•C• -5/3. (27) 

The solution of many propagation problems can be 
written as a weighted integral of the refractive index 
spectrum, the weighting function often being such 
that the inertial range of the spectrum, and therefore 
the refractive index structure function parameter, is 
dominant [Lawrence and Strohbehn, 1970]. 

In the surface layer, C T • is represented well by M-O 
similarity: 

C T2 z 2/3 
= f(z/œ ), (28) 

where f is a universal function of z/L. The value off 
has been measured in the surface layer over land over 
a fairly wide range of z/L [Wyngaard et al., 1971b]; it 
fits data over the ocean as well [Davidson et al., 1978]. 
CQ2 is much more difficult to measure, and data on it 
are relatively rare, but the observations of Fairall et al. 
[1980] indicate that it behaves much like Cry. The 
joint parameter C rQ is nonzero only if the surface 
fluxes of temperature and water vapor are nonzero; 
its sign is the opposite of the sign of the product of 
these fluxes [Wyngaard et al., 1978]. Koshiek [1982] 
reports measurements of all three structure function 
parameters in the surface layer. 

Within the midportions of the convective boundary 
layer the structure function parameters are observed 
to follow mixed-layer scaling: 
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C T 2 Z 2/3 C Q 2 z 2/3 
02 * = f • (z/z i ), q2, = f 2 (z/z i ), 

CTQZ 2/3 
O,q, 

= f3(z/zi). (29) 

The data suggest that the similarity functions are a 
constant multiplied by (z/zi)-4/3, where the constant 
is 2.7, 1.5, and 2.0 for f], f2, and f3, respectively 
[Wyngaard and LeMone, 1980]. Figure 11 shows ob- 
servations of CT• in the convective boundary. layer. 

Near the top of the convective boundary layer the 
values of the structure function parameters typically 
depart from these mixed-layer forms in (29) and 
increase sharply to peak values before decreasing 
again at greater heights (Figure 11). These peaks are 
induced by the entrainment process and seem to be 
well accounted for by a simple theory [Wyngaard and 
LeMone, 1980; Fairall, 1987]. 

The behavior of the structure function parameters 
within the stably stratified boundary layer has been 
studied by Wyngaard and Kosovic [1994]. Using a 
combination of observations and large-eddy simula- 
tion, they showed evidence for a smooth transition 
from M-O similarity in the surface layer to the "local 
scaling" hypothesized by Nieuwstadt [1984]. They 
found, however, that the sensitivity of stable boundary 
layer structure to unsteadiness, baroclinity, terrain 
slope, and breaking gravity waves precludes the uni- 
versality of the vertical profiles of these structure 
function parameters. The C r2 profile is particularly 
sensitive. 

6. Instantaneous Turbulent Refractive 

Index Fields 

In the boundary layer, the only continuously turbu- 
lent part of the atmosphere, the refractive index 
fluctuates chaotically in time and in all three spatial 
directions. In EM propagation through turbulence, as 
in other problems impacted by turbulence, it has 
traditionally been felt that this complicating chaotic 
detail is unnecessary. For that reason, ensemble- 
average properties of the turbulent flow have usually 
been brought to such applications. 

The advent of parabolic equation (PE) approaches 
to EM propagation has changed this situation, for the 
PE calls for instantaneous refractive index fields. How 

does one obtain three-dimensional turbulence fields? 
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Figure 11. Vertical profiles of the temperature structure 
function parameter from the Kaimat et at. [1976] observa- 
tions (triangles) and the Pettier and Wyngaard [1995] LES 
(circles). The profiles follow similar mixed-layer scaling. 

Measuring them is very difficult, if not impossible. An 
attractive alternative is numerical simulation. 

Corrsin [1961] speculated on the role of "large 
computing machines" in turbulence research. After 
estimating that -1012 grid points would be required 
for a direct numerical calculation of turbulence fields 

from the basic fluid equations at adequately large 
Reynolds number (through what we now know as 
DNS) Corrsin [1961, p. 324] wrote, "The foregoing 
estimate is enough to suggest the use of analog 
instead of digital computation; in particular, how 
about an analog consisting of a tank of water?" 

In the 1970s, Willis and Deardorff [1974] began a 
series of experiments with water in a laboratory 
convection tank 1 m on a side, using a layer of less 
dense fluid at typically 20 cm above the heated 
surface to cap the convection. The turbulence struc- 
ture they reported bore a striking resemblance to that 
of the convective atmospheric boundary layer, despite 
its much lower Reynolds number (R t was -4 x 103, 
4 orders of magnitude less than in the atmosphere) 
and the absence of mean shear. This tank was used 

also to study the dispersion of turbulent plumes, both 
buoyant and nonbuoyant. Its results caused a major 
revamping of short-range dispersion modeling in the 
lower atmosphere [Venkatram and Wyngaard, 1988]. 

Despite Corrsin's [1961] discouraging projection, 
since about 1970 there has been active interest in 

direct numerical simulation of turbulent flows. There 

has been at least as much interest in numerical 

modeling of turbulence. (Here we make a necessary, 
if not common, distinction between numerical simu- 
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lation and numerical modeling of turbulence. In 
"modeling" one represents turbulence through ap- 
proximate equations (most often, equations for sta- 
tistics) that display behavioral similarities to turbu- 
lence. In "simulation" one uses equations that are 
derivable from the exact set and hence remain faithful 

to the essential physics.) 
Lumley [1983, p. 155] has described turbulence 

models as "calibrated surrogate(s) for turbulence." 
He cautioned against expecting more than that mod- 
els should work satisfactorily in situations not too far 
removed geometrically, or in parameter values, from 
the benchmark situations used to calibrate them. 

It now seems generally, if implicitly, agreed that 
turbulence models are not trustworthy predictors of 
turbulence structure in flows whose structure is not 

known. Furthermore, turbulence models usually pro- 
duce ensemble-mean statistics, not instantaneous 
fields. At this time, numerical simulation offers the 
best path to calculating instantaneous turbulence 
fields. 

As we discussed in section 4.3, the direct numerical 
solution (DNS) of the equations governing turbulent 
fluid motion is possible only at Reynolds numbers 
barely above that of transition to turbulence. Large- 
eddy simulation (LES) calculates the largest eddies in 
a turbulent flow from a spatially filtered version of the 
governing equations; those smaller than the numeri- 
cal grid are treated very approximately through a 
"subgrid model." 

Today's LES codes [Moeng, 1984; Mason and 
Thomson, 1987; Schmidt and Schumann, 1989; Sykes 
and Henn, 1989] are broadly similar to that pioneered 
by Deardorff [1972], although there are differences in 
the spatial discretization (some use spectral tech- 
niques in the horizontal, some use finite differences) 
and subgrid models. Today's larger computers easily 
allow 106 spatial grid points, making a 96 x 96 x 96 
grid, for example, quite feasible. 

The difficulty of assembling suitable databases on 
atmospheric turbulence makes definitive testing of 
atmospheric LES results problematic. Most testing 
has been against ensemble-mean statistics from the 
atmosphere and from laboratory models of the atmo- 
sphere. Broadly speaking, this testing supports the 
fidelity of LES. 

The limitations of LES include the poor perfor- 
mance of its subgrid model and its restriction (by 
computer hardware) to limited domain size. Within 
the boundary layer (but not too close to the capping 
inversion) the energy-containing range of eddies is 

typically well resolved by LES, so that a negligible 
portion of the turbulent fluxes is carried by the 
subgrid-scale eddies. Near the lower surface, how- 
ever, this is not the case, and as a result, LES 
performance in the first few tens of meters can be 
poor. 

Peltier and Wyngaard [1995] demonstrated that LES 
can calculate reliably the refractive index statistics in 
the ABL. Their profiles of structure function param- 
eters from LES agreed well with observations in the 
lower portions and midportions of the convective 
boundary layer and in the interfacial layer (Figure 
11). 

7. EM Propagation: 
Combining Meteorology and Refractivity 

7.1. Background 

The traditional treatment of EM wave propagation 
through turbulence has two main elements: the sta- 
tistical representation of refractive index turbulence 
and the determination of the statistical effects of this 

turbulence on propagating EM waves. There exists 
excellent documentation of the statistical structure of 

refractive index turbulence in the atmospheric bound- 
ary layer [Andreas, 1990] and the impact of meteorol- 
ogy on this turbulence, particularly for the inertial 
and dissipative spectral ranges. Since the energy- 
containing range of turbulence is directly impacted by 
buoyancy and vertical inhomogeneity, its statistical 
structure is more complicated and less well docu- 
mented. 

Parabolic equation (PE) codes for calculating EM 
propagation need instantaneous realizations of turbu- 
lent refractive index fields. Unfortunately, we know 
far more about their statistics. The Kolmogorov spec- 
trum, the structure function parameter, local isot- 
ropy, and Monin-Obukhov and other similarity rela- 
tions refer to the statistical properties of a large 
collection of realizations, not to properties of an 
actual, realizable atmospheric boundary layer. How 
can one use the hard-earned statistical results of 

micrometeorologists to generate optimally realistic 
turbulent refractive index fields for calculating EM 
propagation? 

7.2. Generating Reftactivity Fields From LES 
The LES requirement that the energy-containing 

range of spatial scales be resolved, plus the current 
computational limit of 100-200 grid points per spatial 
coordinate direction, limits ABL domains to •-10 km 
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in the horizontal. In many propagation applications 
one needs domains perhaps an order of magnitude 
larger. That can be accomplished by coupling LES 
with mesoscale modeling. 

One key to such coupling is that EM refractive 
index, being determined essentially by temperature 
and water vapor, is governed by linear differential 
equations whose solutions are superposable. Thus we 
write the turbulent water vapor mixing ratio field q, 
for example, in the ABL as 

q(xi, t) = qt(xi, t) + qb(xi, t) + qlc(xi, t). (30) 

Here q t and q b are the top-down and bottom-up 
turbulent fields, respectively [Moeng and Wyngaard, 
1984]; qt is the turbulent field generated by the 
entrainment process at the boundary layer top. The 
air above the boundary layer is usually drier than the 
air within the boundary layer, and entrainment in the 
presence of a q change across the top generates q 
turbulence below. The turbulent field q b is generated 
by a surface flux, either from the surface to the air or 

lc 
vice versa; either changes the q field above. The q 
(lc for "log chipper") is the turbulent q field induced 
by the horizontal advection of very large scale (rela- 
tive to zi) horizontal q gradients, which are "chewed 
up" by the turbulent velocity field and can contribute 
significantly to the turbulent q field in the boundary 
layer. We have studied q lc through large-eddy simu- 
lation [Kimmel and Wyngaard, 2001]. 

Each of the qt, qb, and qlc fields can be written as 
the sum of a mean part and a fluctuating part. The 
mean is traditionally the ensemble mean, not a spatial 
mean or a time mean. It can be approximated by the 
mesoscale resolvable-scale field, the low-pass spatially 
filtered field with cutoff in the mesoscale, at a scale of 
a few kilometers to a few tens of kilometers, say. The 
fluctuating (turbulent) part is the deviation from the 
mean. By definition it is three-dimensionally irregu- 
lar, time dependent, and random. 

The mean part of q is important for ducted prop- 
agation. In principle it can be calculated adequately 
with a mesoscale model, although the model may 
have to be redesigned for this purpose [Otte et al., 
1996]. For nonducted propagation, where EM tro- 
poscatter can be important, the critical part is the 
fluctuating refractive index field not resolved by the 
mesoscale model. 

In order to provide the refractive index input for a 
PE solver, the mesoscale model, having horizontal 
grid scale A h and vertical scale A v, needs a subgrid- 

scale refractive index field within the ABL. LES of the 

boundary layer on a horizontal domain of length A h 
provides the refractive index field on horizontal scales 
from A h down to the LES resolution /3, which is 
typically a few tens of meters. If the LES refractive 
index fields are calculated for the conditions in the 

mesoscale grid element A h X A h X Av, then the 
linearity of the refractive index conservation equation 
allows us to add the LES and mesoscale refractive 
index fields. 

Running LES on demand in this way is wildly 
impractical, so such "brute force" superposition is out 
of the question. The simple similarity expressions of 
Moeng and Wyngaard [1984] suggest an alternative. 
They wrote, for the convective boundary layer, 

wqi b Wqs • qt = ft, q = f , (31) 
W, W, 

where wq 1 and Wqs are the q fluxes at the ABL top 
and bottom, respectively (Figure 8), w, is the turbu- 
lent velocity scale for the boundary layer, and the f 
are dimensionless random functions. There is some 

interesting physics in the f; for example, ft and fb are 
strongly correlated [Moeng and Wyngaard, 1984]. 
Kimmel and Wyngaard [2001] propose an analogous 
expression for the log chipper component. 

Because of the sensitive dependence of turbulence 
on initial conditions the f functions in a given realiza- 
tion of the ABL are unpredictable in detail. A 
statistically representative f for a given type of ABL 
can be chosen from a small set (10, say) that has been 
precalculated through LES and archived. In this way 
the q fields in a realization of a given type of ABL can 
be generated by appropriately scaling the archived f 
for that type of ABL. A small set off makes it possible 
to generate several realizations. 

To pursue this approach, one needs to know the 
minimum set of representative boundary layer states 
(e.g., very convective, weakly convective, inversion- 
capped neutral, slightly stable, very stable). For each 
state one needs a small set of f fields generated 
through LES and a similarity formulation for the 
refractive index components (e.g., (31) for the con- 
vective state) in order to scale these f functions for 
applications. 

A question naturally arises: Is this range-dependent 
detail needed in order to calculate troposcatter reli- 
ably? Could the fine structure instead be added 
through fine-vertical-resolution radiosonde profiles 
that do not include fine structure in range? 
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In simulating EM propagation in the variation of 
coastal atmospheric refractivity (VOCAR) experi- 
ment [Paulus, 1994], Gilbert et al. [1999] compared 
results for this plywood approximation (refractive 
index that varies in the vertical but not in range) and 
for refractivity with three-dimensional variations cal- 
culated through LES. With the plywood approxima- 
tion, signal levels were typically 15-20 dB higher, and 
the horizontal and vertical coherences of the EM field 

were much greater than one would expect in a 
turbulent atmosphere. 

Curiously, however, Gilbert et al. [1999] found that 
despite its unphysicality the plywood approximation 
gave signal levels that fit those observed in VOCAR. 
They inferred that a neglected physical mechanism 
was responsible for the observed VOCAR levels. 
Their hypothesized mechanism was the sharp change 
in the water vapor mixing ratio across the local, 
instantaneous, horizontally varying top of the ABL. It 
appears that LES cannot easily resolve this top to the 
detail necessary for PE calculations of forward scatter 
of EM waves. Gilbert et al. [1999] instead modeled the 
instantae•ous, local ABL top by assuming that the 
observed chang• in refractive index at the top oc- 
curred over a depth of a few meters and that the top 
height varied randomly with range with an integral 
scale of the order of the ABL depth. With this model 
their PE calculations fit the VOCAR data. 

Plate 1 illustrates the effect of the ABL top on 
propagation at 0.263 GHz calculated through a PE 
model [Gilbert and Di, 1993; Gilbert et al., 1999]. In 
Plate la the refractivity and trapping-layer height 
fields for the PE model were obtained directly from a 
mesoscale model having 12 km horizontal resolution 
and 40 m vertical resolution. The trapping-layer 
thickness indicated by the mesoscale model's pre- 
dicted moisture and temperature fields varied be- 
tween ---40 m and 120 m along the propagation path. 
Plate l a indicates fairly strong signal strength along 
the surface for most of the range. 

Plate lb presents the propagation factor for the 
mesoscale fields used in Plate la but augmented 
with stochastic, range-dependent fluctuations in 
trapping-layer height. The horizontal correlation 
length of these fluctuations was taken as zi, and the 
rms amplitude was 0.033 zi. As Plate lb shows, this 
significantly lowered the near-surface signal 
strength in the middle of the range, between 40 and 
100 km. 

Plate Ic shows the propagation factor when the 
trapping-layer thickness from the mesoscale model 

is stochastically compressed to give a better repre- 
sentation of the sharp, random top characteristic of 
the convective boundary layer. The mean trapping- 
layer thickness was 3 m, and its rms fluctuation was 
1 m. The trapping-layer height retained the range- 
dependent fluctuations used in Plate lb. This dra- 
matically raised the near-surface propagation fac- 
tor at all ranges beyond 40 km. These examples 
indicate that even when realistic spatial variability 
is added to the trapping-layer height, the sharpness 
of the layer (i.e., its reduced thickness) caused by 
convective turbulence can greatly enhance received 
signal strength. 

7.3. Local, Instantaneous Top of the ABL 

Corrsin and Kistler [1954] argued that the free- 
stream boundaries of turbulent flows are made quite 
sharp by the stretching of vorticity on the turbulent 
side of the boundary. They estimated the thickness of 
the laminar superlayer at a free-stream boundary as 
on the order of the Kolmogorov microscale r/. LaRue 
and Libby [1976, 1981] used fine-wire probes to 
measure the thickness of instantaneous boundaries of 

laboratory turbulent airflows. In the wake of a heated 
cylinder the mean thickness was 8 r•0; in the thermal 
mixing layer downstream of a half-heated turbulence 
grid it was 12 r•0. Here r•0 - (?/v) 1/2 r• is the 
Kolmogorov microscale for temperature; in air, r/0 -• 
1.2 r/. Thus the LaRue and Libby data indicate a 
mean local interface thickness in air in the range 
10-15 4. 

The ABL top is a free-stream boundary between 
the turbulent ABL air and the nonturbulent air 

above. If we do not normally think of the ABL top as 
being sharp, it is no doubt in part because we tend to 
think of average properties of turbulent flows, not 
instantaneous ones. The Gaussian plume is a familiar 
model for the mean concentration distribution down- 

wind of a point source, but it is a poor model of the 
instantaneous concentration profile. 

Remote sensors such as the acoustic sounder [Neff 
and Coulter, 1986] and lidar [Schwiesow, 1986] can 
reveal the sharp demarcation between the turbulent 
ABL and the nonturbulent flow above, but there has 
been surprisingly little quantitative documentation of 
the structure of this instantaneous ABL top. Radio- 
sonde signals, even from sensors with sufficient fre- 
quency response, are not usually processed with 
enough temporal resolution to reveal its full sharp- 
ness. 

One exception has been the long series of helicop- 
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Plate 1. Color plots of the propagation factor versus range and height (0.263 GHz) for a range 
interval of 0-130 km. The source height is 18.4 m, and there is an elevated trapping layer at 540 m. (a) 
Calculations using the mean refractivity field from a mesoscale model solution. (b) Calculations using 
the mean refractivity field from a mesoscale model solution plus random, range-dependent fluctuations 
in the trapping-layer height. (c) As in Plate lb, but the interfacial layer depth was compressed to a mean 
of 3 rn with a random, range-dependent rms fluctuation of I m. 
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Plate 1. (continued) 

ter flights carried out by the Johns Hopkins Uni- 
versity Applied Physics Laboratory in the marine 
boundary layer [Babin and Rowland, 1992]. The 
sensors included specially prepared VIZ Premium 
carbon film humidity elements with a response time 
of 0.5 s at 25øC and a thermistor with a 0.5 s 

response time. Altitude was measured with a dual- 
beam radar altimeter with a resolution of 0.3 m. 

The sampling rate, forward airspeed, and descent 
rate were such that rotor downwash was well be- 

hind the sensors and the vertical resolution of the 

temperature and moisture profiles was between 
0.75 m and 1.5 m. 

Figure 12 shows an instantaneous, unaveraged pro- 
file of virtual potential temperature measured in this 
program. This sounding was made off the California 
coast, ---20 km northwest of San Nicolas Island and 
---102 km southwest of Point Mugu. The wind was out 
of the northeast, the skies were partly cloudy, and the 
seas were calm. There was a high over the California 
desert with Santa Ana conditions. The virtual poten- 
tial temperature profile of Figure 12 indicates that the 
boundary layer was stably stratified. Stable stratifica- 
tion strongly affects the structure of a turbulent 

boundary layer, eliminating the largest eddies and 
gradually attenuating the turbulence intensity with 
height until it is extinguished. As a result the instan- 
taneous top of a stably stratified ABL is rather 
diffuse: not as sharp, we believe, as that of a typical 
convective ABL. 

Available data on the structure function parame- 
ters of temperature and humidity indirectly support 
the notion of a sharp local top of the convective ABL. 
Figure 13, top panel, shows the pronounced peak in 
the vertical profile of C Q2 near z i as reported by 
Wyngaard and LeMone [1980]. Their prediction of the 
interfacial-layer-averaged value of this peak in C Q2 
seems successful (lower panel). This is referred to as 
the entrainment-induced peak, but it receives contri- 
butions also from the random vertical motion of a 

sharp top having a significant change in humidity 
across it. 

Lenschow e! al. [1988b] measured temperature and 
ozone mixing ratio at the local top of a stratocumulus- 
topped convective ABL. Their data were obtained on 
horizontal flight paths and analyzed through a com- 
positing technique. They presented the ensemble- 
average profiles of temperature and ozone mixing 
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Figure 12. An instantaneous, unaveraged profile of virtual potential temperature in a stably stratified 
boundary layer off the California coast [Babin and Rowland, 1992]. We attribute the relatively diffuse 
nature of the instantaneous top to the stable stratification of the boundary layer. 
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Figure 13. Mixed-layer scaling describes the data within 
the lower part of the mixed layer (top plot), but different 
scaling is required to collapse the data in the interfacial 
layer (bottom plot) [Wyngaard and LeMone, 1980]. 

ratio in the immediate vicinity of the local top. Their 
sensors and sampling rates gave a vertical resolution 
of 0.3 m in these profiles. Their results, Figure 13, 
suggest an instantaneous top thickness of perhaps 
3 m. The changes in temperature and ozone mixing 
ratio across this top were each -1/6 of the full 
difference (the difference between the mean mixed- 
layer value and the value in the overlying free atmo- 
sphere), which is not evident in Figure 14. 

Laboratory flows typically have R t (turbulence 
Reynolds number) values in the range 103-10 4 , while 
the convective ABL typically has Rt - 10 8 (section 
4). The details of scalar turbulence at 1-100 m scales, 
say, in the ABL are strongly influenced by the turbu- 
lent velocity field at these scales. In the midportions 
and upper portions of the ABL these scales lie in the 
inertial range, where statistics differ greatly in the 
Kolmogorov [1941] hypothesis and the revised version 
[Kolmogorov, 1962]. 

We can illustrate this difference in statistics with a 

squared two-point velocity difference [u(x, t) - u(x 
+ r, t)] 2 averaged over a volume of the order of r 3, 
where r >> r/. By the Kolmogorov [1941] hypothesis, 
ensemble statistics of this volume-averaged quantity 
depend only on s and r; the ensemble mean goes as 
•2/3r2/3 and the variance goes as e4/3r4/3 Thus the • ß 

ratio of the variance and the square of the ensemble 
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Figure 14. Aircraft measurements [Lenschow et al., 
1988b] illustrating the sharpness of the local, instantaneous 
top of a cloud-topped convective boundary layer. Here z is 
measured from the mean top. 

mean is predicted to be a constant. By the Kolmog- 
oro__v. [1962] hypothesis the ensemble mean goes as 

2/3 2/3 E r , where g is the instantaneous, local dissipa- 
tion rate averaged over the volume rS; the variance goes 
as • 4/3r4/3. As a result the ratio of the variance and 
the square of the ensemble mean goes as •4/3/(•2/3)2. 
In the 1962 hypothesis this increases with l/r, indicat- 
ing increasing intermittency of a locally averaged 
quantity with increasing l/r. This has been borne out 
by observations [Antonia et al., 1984]. 

The ratio of the scale I of the large, flow-spanning, 
ABL-top-distorting eddies and the scale • of the 
dissipative eddies and of the Corrsin and Kistler [1954] 
laminar superlayer goes as Rt 3/4 (section 4.3). The 
eddies at the smaller-scale end of this range are much 
more intermittent in the high-R t ABL than in much 
lower R t laboratory flows. It is reasonable to expect 
this higher intermittency to lead to a structurally 
more complicated free-stream boundary of a turbu- 
lent flow as R t increases. Perhaps at very large R t the 
local ABL top, the local boundary between turbulent 
and nonturbulent flow, disintegrates into a local field 
of boundaries, a "lacy" boundary. This is consistent 
with the Lenschow et al. [1988b] finding that the 
difference in scalar across the local top of a convec- 
tive ABL was a small fraction of the overall differ- 

ence. 

Kiemle et al. [1998] have presented airborne lidar 
backscatter measurements made near the top of a 
convective ABL that has substantial mean wind shear. 

The backscatter is from aerosols, whose concentra- 
tion tends to be larger in the ABL than in the 
nonturbulent air above. The average thickness of the 
local layer across which the full difference occurs, 
which they label the "entrainment zone," is 100-150 
m. This is consistent with the high-resolution plot of 
aerosol concentration in a vertical plane shown in 
Figure 15. While the instantaneous ABL top appears 
sharp, it appears that only a portion of the overall 
concentration difference occurs across it. Perhaps this 
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Figure 15. Airborne lidar measurements of aerosol concentration in a vertical plane of a convective 
boundary layer with substantial mean wind shear [Kiemle et al., 1998]. The instantaneous top is quite 
irregular, and it appears that only a portion of the overall jump in aerosol concentration occurs across 
it. 
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is a property of a "lacy" instantaneous ABL top of the 
convective atmospheric boundary layer. 

It seems clear that more research needs to be done 

on the nature of the local, instantaneous top of the 
convective ABL, its dependence on meteorological 
conditions and on the global properties of the bound- 
ary layer, and its impact on forward scattering of EM 
waves. 
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