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[1] To enhance the understanding of the impact of small-scale processes in the polar
climate, this study focuses on the relative role of snow-surface coupling, radiation and
turbulent mixing in an Arctic stable boundary layer. We extend the GABLS1 (GEWEX
Atmospheric Boundary-Layer Study 1) model intercomparison for turbulent mixing with
the other relevant physical processes in the stable boundary layer over sea ice. We use the
Single Column Model (SCM) version of the Weather Research and Forecasting (WRF)
mesoscale meteorological model and run different combinations of boundary layer and
radiation schemes, using a state-of-the art land surface scheme. With this intercomparison
of schemes, we confirm a wide variety in the state of the atmosphere and the surface
variables for the selected parameterization schemes. To understand this variety, a sensitivity
analysis for one particular combination of parameterization schemes is performed, using a
novel analysis method of process diagrams. The variation between the sensitivity runs
indicates a relative orientation of model sensitivities to variations in each of the governing
processes and these can explain the variety of model results obtained in the intercomparison
of different parameterization schemes. Moreover, we apply the same method for several
geostrophic wind speeds to represent a large range of synoptic conditions. Results indicate a
shift in process significance for different wind regimes. For low wind regimes, the model
sensitivity is larger for surface coupling and radiation, while for high wind speeds, the
largest sensitivity is found for the turbulent mixing process. An interesting non-linear
feature was found for turbulent mixing for frequently occurring wind speeds and low wind
speed cases, where the 2m temperature increases for decreased amounts of mixing.
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1. Introduction

[2] Modeling the atmospheric stable boundary layer
(SBL) is a challenging task. Many global and regional
climate model outputs diverge from one another, as well as
from observations for near-surface variables such as temper-
ature, wind speed, and humidity (see also section 2). These
features underline the lack of understanding of the governing
mechanisms related to the SBL. Furthermore, SBL modeling
may be hampered by computational limitations such as
resolution. The relatively coarse resolution that is often used
in operational models is typically not sufficient to represent
the SBL properly [e.g., Steeneveld et al., 2006b; Svensson
and Holtslag, 2009]. However, a good representation of
the SBL is important for numerical weather prediction
[Beljaars and Viterbo, 1998; Viterbo et al., 1999; Atlaskin
and Vihma, 2012], air quality studies [Hanna and Yang,

2001; Salmond and McKendry, 2005], understanding polar
biogeochemistry [Hunke and Meier, 2012], and climate
modeling [Tjernström et al., 2005; Holtslag et al., 2007].
[3] The SBL is affected by many small-scale physical

processes, such as turbulent mixing, the coupling of the
atmosphere and the underlying medium, radiation, the
presence of clouds or fog, subsidence, advection, gravity
waves, and drainage and katabatic flows [Delage, 1997;
Mahrt et al., 1998; Mahrt, 1999; Steeneveld et al., 2006b].
The ongoing challenges in SBL modeling are related to the
physical processes and their interactions, which are either
not completely understood, or are represented incompletely.
To enhance the understanding and representation of the SBL
in regional and large-scale models, so far three GABLS
(GEWEX Atmospheric Boundary Layer Study) experiments
have been organized [Holtslag, 2006; Holtslag et al., 2012].
[4] We build upon the GABLS1 experiment for which a

large eddy simulation (LES) [Beare et al., 2006] and a single
column model (SCM) intercomparison study [Cuxart et al.,
2006] have been performed, set on a weakly SBL over ice.
These studies indicated that LES models and most SCMs
are able to simulate a weakly SBL, but that operational
models typically have too much mixing. Both studies were
performed with a prescribed surface temperature and surface
cooling. However, in reality, the surface temperature, sensible
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heat flux, and ice/soil heat flux are strongly interdependent
[Derbyshire, 1999] and the surface temperature will be
affected through a coupled surface energy budget [Holtslag
and de Bruin, 1988; Duynkerke, 1991; van de Wiel et al.,
2002; Steeneveld et al., 2006a]. Therefore, it is important to
consider the coupling between the surface and the lower
atmosphere in SBL modeling.
[5] In addition to the feedbacks in this nonlinear coupled

system, the surface temperature and sensible heat flux are
strongly dependent on the geostrophic wind regime [Steeneveld
et al., 2006a, 2006b;Holtslag et al., 2007]. Roughly speaking,
we can distinguish between two SBL types. Type I represents
the very stable case where the system is dominated by
radiative cooling and low wind speeds and has a more
exponentially (or concave up) shaped potential temperature
(θ) profile (@2θ/@ z2< 0), while type II is typical for larger
wind speeds, and therefore has a well-mixed (or concave
down) vertical θ profile (@ 2θ/@ z2> 0) [Van Ulden and
Holtslag, 1985; Vogelezang and Holtslag, 1996]. Considering
the Arctic SBL, the ERA-Interim reanalysis data for the years
1979–2010 indicates that a wide variety of the 850 hPa wind
field (as a proxy for the geostrophic wind speed) occurs for
the regions above 75�N for the NH winter (Figure 1), and it
is likely that both SBL regimes can be found. We will study
the different wind regimes in this paper.
[6] The overall aim of this study is to examine which of

the governing processes in the Arctic SBL are most domi-
nant in explaining the SBL state for different wind regimes.
Here we focus on the processes of snow-surface coupling
(also known as conductive heat flux), radiation and turbulent
mixing, since these processes are controlling the evolution
and structure of the SBL the most [André and Mahrt,
1982; Beljaars and Holtslag, 1991; Steeneveld et al.,
2006b; Bosveld et al., 2012]. Utilizing the WRF (Weather
Research and Forecasting) SCM, first the model will be
run with different parameterization schemes for the represen-
tation of the SBL and the longwave radiative effects. In this
way, the model output variability between parameterization

schemes within one mother model can be explored. Second,
after selecting one permutation of schemes, a sensitivity
analysis will be performed for the main processes, using
novel process diagrams as introduced by Bosveld et al.
[2012] for GABLS3. This approach illustrates for which
processes the model is more sensitive and which physical
processes can explain the model variability and hence where
future research efforts should be focused. Finally, we inves-
tigate whether errors in the boundary layer (BL) schemes can
remain hidden by compensating errors in another part of the
model such as the land surface scheme. Hence, this study is
not a validation study of the WRF parameterization schemes,
but a strategic study to determine possible focus points for
future research. Therefore, apart from adjusting an incorrectly
implemented stability function as well as a limitation for the
friction velocity in the YSUBL scheme, we apply the schemes
in the WRF 3.2.1. model without any modifications or tuning,
despite that these schemesmight have produced some biases in
earlier model evaluations for both homogeneous or complex
terrain. For instance, the 2m temperatures (T2m) have been
reported as either too warm or too cold [Hu et al., 2010;
Tastula and Vihma, 2011; Mäkiranta et al., 2011; Shin and
Hong, 2011]. Also wind speed was found to be either overes-
timated [Tastula and Vihma, 2011; Shin and Hong, 2011] or
underestimated [Mäkiranta et al., 2011], while the overall
correlation coefficients for wind speed are rather low, espe-
cially under low wind speeds [Tastula and Vihma, 2011;
Mäkiranta et al., 2011]. Furthermore, some complications
can occur with the surface layer formulation which can only
handle a limited range of stabilities, e.g., by a lower limit for
the friction velocity u* [Jiménez et al., 2011]. However, these
uncertainties in the model performance underline the need
for a sensitivity analysis within WRF.
[7] As mentioned before, our study is based on the

GABLS1 benchmark [Beare et al., 2006; Cuxart et al.,
2006], but extended to coupling with the land/snow surface
and by comparing the importance of the processes for differ-
ent geostrophic wind speeds. To exclude vertical resolution
as a limiting factor, we will use a vertical resolution in the
atmosphere which is much higher than in GABLS1.
[8] The paper is organized as follows: section 2 provides

more background information for this study, particularly on
the challenges in modeling the Arctic stable boundary layer.
Section 3 gives a model description with an overview of the
utilized parameterization schemes. Section 4 describes the
GABLS1 case as we use it, and this is applied in the model
intercomparison in section 5 and the sensitivity analysis in
sections 6 and 7. This is followed by the conclusion and
discussion in section 8.

2. Background

[9] The last few decades the Arctic region seems subject to
rapid changes. Available observations report an increase of
the surface air temperature in a large part of the Arctic
[Johannessen et al., 2004]. At the same time, the sea ice
cover decreases rapidly, e.g., in 2007 the observed sea ice
autumn minimum was 38% smaller than the climatological
mean of 1979–2007 [Comiso et al., 2008]. Additional changes
such as retreating glaciers and the thawing of permafrost are
reported [ACIA, 2005].

Figure 1. Histogram of ERA-Interim 850 hPa wind speeds
(ms� 1) for latitudes > 75�N for the months of December,
January, and February of years 1979–2010.
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[10] The mentioned observations indicate that the Arctic
climate system is more sensitive to climate change than the
lower latitudes, a feature known as “Arctic amplification”
(AA) [Serreze and Francis, 2006; Bony et al., 2006], of which
the physical origin is so far not completely understood. A
possible explanation for the AA is that several feedbacks in
the polar climate system may enhance the initial response.
The ice-albedo feedback [Curry et al., 1995], for example,
enhances the Arctic warming. In addition, changes in cloud
cover and water vapor can contribute to AA [Graversen and
Wang, 2009]. Other contributors are, e.g., changes in oceanic
and atmospheric circulation and the weak vertical mixing in
the Arctic lower atmosphere [Alexeev et al., 2005; Graversen
et al., 2008; Graversen and Wang, 2009]. Furthermore, the
amount of horizontal and vertical mixing affects the efficiency
at which the effects of local warming diffuse to adjacent
regions [Serreze et al., 2011]. Bintanja et al. [2011a, 2011b]
found that with a stronger surface inversion, the surface
warming signal dilutes less easily aloft and thus remains at
the surface, consequently further enhancing the temperature.
This feature is important especially in the Arctic winter, where
strong surface inversions occur frequently, and indicates the
significance of the θ profile.
[11] Using Surface Heat Budget of the Arctic Ocean

(SHEBA) tower data, Persson et al. [2002] found that the
mean near-surface conditions are strongly stable from
November to April, although hourly data did reveal neutral
stratifications occurring 25% of the time in winter with
clouds and higher wind speeds. From the same data,
Grachev et al. [2005, 2007] found bulk Richardson numbers
(RiB) mostly greater than 0, frequently greater than the
critical RiB and sometimes even greater than 1. Furthermore,
the stability parameter z/L could reach up to 100. SHEBA
soundings indicated near surface stratified conditions 61%
and 53% of the time in autumn and winter respectively
[Tjernström and Graversen, 2009].
[12] Despite earlier research efforts, SBL modeling

remains challenging, which particularly arises during model
intercomparison and evaluation studies. As an illustration,
the ensemble mean of regional climate models in Rinke et
al. [2006] provides T2m that are up to 5K too cold compared
to the European Centre for Medium-Range Weather Fore-
casts (ECMWF) reanalysis data in winter, while the scatter
between the models was 1–5K over land. Holland and Bitz
[2003] compared several coupled atmosphere-ocean-sea-ice-
land models. The simulations for doubled CO2 concentra-
tions showed a range of warming for the Arctic between
1.7 and 4.3 times the global average, with some up to even
9K warmer. Moreover, Walsh et al. [2008] report area-
averaged annual root mean square errors of surface air tem-
perature of 15 global climate models compared to ERA40
reanalysis data of 3 to almost 14K for the Arctic region. Note
that although these reanalysis data are used as a reference in
these studies, they can have some inefficiencies of their own,
since due to limited observations in these regions, the reanal-
yses are mostly based on model parameterizations [e.g.,
Tjernström and Graversen, 2009], but these can have serious
problems in dealing with the physical processes in this region.
[13] In addition to the T2m biases, deficiencies are found in

the modeled inversion strengths. Boé et al. [2009], defining
the inversion strength between 850 and 1000 hPa, compared
15 CMIP3 models which showed an average inversion

strength in the range of 2.1–7.4K for November to February.
On the contrary, defining the inversion strength as the
temperature change across the BL gives a mean inversion
strength of about 13K for the SHEBA data in stably stratified
cases in autumn and winter [Tjernström and Graversen,
2009]. Although the results from observations represent
surface-based inversion layers and have a higher vertical
resolution, the differences with the models do indicate that
these inversion strengths are not captured properly by the
models (which also follows from the differences between
the models), although in cases of surface pressure higher
than 1000 hPa the actual inversion strength can be stronger
than mentioned in the study of Boé et al. [2009].
[14] To gain further understanding in modeling the Arctic

SBL, we examine the relative strength of the governing
processes in the SBL during cooling conditions and under
various wind regimes. First, we consider the coupling
between the snow surface and the lower atmosphere which
plays a distinct role in the SBL [Holtslag and De Bruin,
1988; Duynkerke, 1991; van de Wiel et al., 2002; Steeneveld
et al., 2006a; Holtslag et al., 2007]. The surface temperature
(Tsurf), sensible heat flux, and soil/ice/snow heat flux are
strongly interdependent [Derbyshire, 1999] and can influ-
ence the SBL evolution. The soil heat flux is determined
by the soil’s thermal heat conductivity and temperature
gradient and influences the energy flux to the atmosphere.
Implementing a skin layer in the surface model does improve
the model performance substantially [Holtslag and De
Bruin, 1988; Steeneveld et al., 2006a, 2006b], since it allows
Tsurf to react more easily to sudden changes in the surface
cooling [van de Wiel et al., 2002; Steeneveld et al., 2006a].
In our study, the underlying medium is ice, which is covered
by a snow layer which will act as an insulation layer. The area
of the snow cover and its depth control the land-atmosphere
coupling and affect the air and the soil/ice temperature [Dutra
et al., 2011]. They should thus be accounted for.
[15] Second, we study the relative impact of longwave

radiation, which has two distinct effects on the SBL
[Edwards, 2009]. The first is that the net radiation at the
surface dominates Tsurf and is greatly influenced by conditions
in and above the SBL, for example, by clouds [e.g., Intrieri
et al., 2002; Stramler et al., 2011]. Moreover, the divergence
of longwave radiative flux across the SBL can affect its devel-
opment [Edwards, 2009] and also takes place in clear-sky
nighttime conditions, because of the presence of absorbing
gases, e.g., water vapor, CO2, O3, and aerosols [Garratt and
Brost, 1981;André andMahrt, 1982]. Tjemkes andDuynkerke
[1989] found that including radiative cooling in the
atmosphere acts to reduce the inversion strength across the
BL, making the BL less stable, and increasing the SBL height
by 25%. Also Hoch et al. [2007] note the importance of the
longwave radiative flux divergence during the ETH Summit
Greenland experiment and report radiative cooling of typically
10–20K d� 1.
[16] Finally, we also study turbulent mixing, which is in

principle determined by the stratification and wind shear.
In clear-sky conditions, the stratification suppresses the
buoyancy and turbulence is solely produced by wind shear.
Therefore, the vertical structure of both wind and θ strongly
influences the SBL state. In the very stable case with very
little turbulence, turbulent transport between the surface
and the overlying atmosphere vanishes, and the net radiation
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equals the soil heat flux. This can result in a so-called
“decoupled” state of the SBL and is also seen in observations
[Derbyshire, 1999; Grachev et al., 2005]. From a modeler’s
perspective, then the SBL’s decoupled state may result in
unrealistically cold surface temperatures [Derbyshire, 1999;
Jiménez et al., 2011]. To circumvent this model phenomenon,
some large-scale models utilize artificial enhanced mixing
or enhanced thermal diffusion for very stable situations
[e.g., Viterbo et al., 1999].

3. Model Description

[17] The single column model (SCM) in our study is based
on the WRF 3D model version 3.2.1. The WRF SCM uses
the same physics and dynamics as the WRF 3D model
[Skamarock et al., 2008], and a few features will be highlighted
here. The model utilizes a vertically stretched s coordinate,
with the model top defined at a constant pressure surface.
[18] The WRF model has a wide range of parameteriza-

tions for several physical processes, which differ in their
degree of complexity and computation time. In our study,
we examine the relative importance of the coupling with
the surface, the radiative effects, and the turbulent mixing.
The following sections will briefly describe the selected
land/snow-surface, the longwave radiation, and the BL
parameterizations.

3.1. Snow Surface Coupling

[19] The land surface models (LSMs) provide the fluxes of
the energy balance: the sensible, latent and soil heat flux, and
the upward longwave and shortwave radiation. As such, the
LSMs provide the lower boundary condition for the vertical
transport in the BL scheme. Additionally, they determine the
skin temperature (Tskin), the temperature and moisture
profiles in the soil, as well as the snow cover and canopy
properties [Skamarock et al., 2008].
[20] In this study, we use the Noah LSM as a reference

[Chen and Dudhia, 2001; Ek et al., 2003]. This model uses
four layers to represent the dynamics in the soil (ice). The
layer thicknesses in our setup are from top to bottom 1, 2,
4, and 8 cm (see section 4). The Noah LSM can handle soil,
ice, and fractional snow cover effects and considers surface
emissivity properties [Skamarock et al., 2008]. Snow effects
are included in just the top soil layer. Thus, the thickness of
the top layer is defined as the thickness of the top soil/ice
layer plus the snow depth. The thermal conductivity of the
top layer is then defined as the weighted sum of the product
of the thermal conductivity and layer thickness of the indi-
vidual layers [Ek et al., 2003].

3.2. Longwave Radiation

[21] In addition to the land surface physics, the longwave
radiative transport needs to be parameterized. The radiation
schemes represent the atmospheric cooling due to radiative
flux divergence and determine the amount of downward
longwave and shortwave radiation at the surface [Skamarock
et al., 2008]. In our study, a 9 h run during polar nighttime is
performed and therefore we study only longwave radiation
(LWrad). The LWrad scheme considers thermal radiation that
is absorbed and emitted by gases, water species, and the
land/snow surface [e.g., Rodgers, 1967]. To determine
LWrad, the scheme takes the model-forecasted cloud and

water vapor distributions into account, as well as specified
concentrations of CO2, O3, and optionally trace gases.
[22] Ideally, radiative transfer models can use the line-

by-line approach, where the absorption and emission are
calculated for each wavelength. This approach, however, is
computationally expensive and more often the broad band or
correlated k method is used. The latter uses several bands of
wavelengths for which averaged values of absorption and
emission are employed. This approach limits the computation
time and is within 1% accuracy compared to the line-by-line
approach [Stensrud, 2007].
[23] Three different LWrad schemes are used in this study.

The first scheme is the Rapid Radiative Transfer Model
(RRTM) [Mlawer et al., 1997], which is used as the
reference scheme. This is a spectral-band scheme with 16
different bands [Skamarock et al., 2008]. The scheme treats
several molecular species, namely water vapor, CO2, O3,
CH4, N2O, and the common halocarbons, and accounts for
cloud optical depth.
[24] The second LWrad scheme is the Eta Geophysical

Fluid Dynamics Laboratory (GFDL) scheme. For this
scheme, the radiation spectrum is divided into 14 bands,
which treat water vapor, CO2, and O3 in its calculations
[Skamarock et al., 2008].
[25] The last LWrad scheme that has been selected is the

spectral-band scheme used in the NCAR Community
Atmosphere Model (CAM). CAM has only two bands in
the longwave range. As well as the RRTM and the GFDL
scheme, it treats water vapor, CO2, and O3. Furthermore,
the CAM scheme accounts for several trace gases [Collins
et al., 2004; Skamarock et al., 2008].

3.3. Turbulent Mixing

[26] The boundary layer (BL) schemes parameterize the
sub-grid scale turbulent fluxes of heat, momentum, and
moisture throughout the atmospheric column. The schemes
that are used in this study are either a relatively simple first
or a more complex one-and-a-half order closure.
[27] The first scheme that we have selected is the so-called

YSU BL scheme [Hong et al., 2006; Skamarock et al.,
2008]. This is a first-order scheme that uses profiles for the
eddy diffusivities of heat, momentum, and moisture in terms
of friction velocity and the BL depth following Troen and
Mahrt [1986] and Holtslag and Boville [1993] among many
others. The BL top depends on the buoyancy profile by using a
critical bulk Richardson number (Ribcr) to determine the
BL height. In stable conditions, Ribcr= 0.25 is applied over
land. It appears that in this way, enhanced mixing is allowed
under weak geostrophic winds [Mauritsen et al., 2007; Hong
and Kim, 2008]. Note that in the YSU scheme as implemented
in WRF 3.2.1, the stability function f was not correctly
implemented (Sukanta Basu and Wayne Angevine, personal
communications, summer 2012). As such we have replaced
the erroneous function by the intended version: f=1+ 5 z/L
(as in the original Troen andMahrt [1986] description), which
leads to less enhanced mixing compared to the original YSU
scheme. This implementation also makes the runs compatible
with WRF 3.4.1.
[28] In addition, we consider the Mellor-Yamada-Janjic

(MYJ) BL scheme [Mellor and Yamada, 1982]. The MYJ
scheme is a local, 1.5 order closure model and is considered
appropriate for stable and slightly unstable flows, but the
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errors can increase when the atmosphere becomes more
convective [Hu et al., 2010].
[29] The third BL scheme that we consider is the Quasi-

Normal Scale Elimination (QNSE) scheme [Sukoriansky
et al., 2006]. The eddy diffusivities for heat, momentum,
and moisture are estimated using an alternative approach,
which accounts for the combined effects of turbulence and
waves. Moreover, this scheme accounts for anisotropy,
which is especially relevant in the SBL where vertical
motions are suppressed. In addition, the scheme does not
have a Ricr at which turbulence is suppressed, and turbulence
can thus exist even at very high Ri. In practice, QNSE was
implemented as a modification of the MYJ scheme and is
also a local, 1.5 order closure model. Good agreement was
found between the QNSE scheme and observations for
cases of moderate and strong stable stratification [Sukoriansky
et al., 2006].
[30] Together with the BL scheme, the surface layer

scheme is used. This scheme determines the friction veloci-
ties and the exchange coefficients, which are provided both
to the land surface model and the BL scheme to enable the
calculation of the fluxes of the energy balance at the surface
and the surface stress respectively [Skamarock et al., 2008].
In WRF, each BL scheme has a particular surface layer
scheme tied to it. For YSU, this is the MM5 surface scheme,
which makes use of Monin-Obukhov similarity theory. For
MYJ, the ETA surface layer scheme is applied, which is also
based on the Monin-Obukhov similarity theory [Tastula and
Vihma, 2011]. Also for the QNSE BL scheme, its analogue
surface layer scheme has been utilized [Sukoriansky, 2008].

4. Case Description

[31] Our study has been inspired by the GABLS1 SCM
intercomparison study which is based on the LES study of
the Arctic SBL by Kosovic and Curry, 2000, but with some
modifications. They used the Beaufort Sea Arctic Stratus
Experiment observational data set to define the initial and
boundary conditions. These were chosen such that a clear-
sky SBL with moderate surface cooling could be numerically
simulated. The case was also used for an LES and 1D inter-
comparison study [Beare et al., 2006, Cuxart et al., 2006] to
analyze the reliability of LES and 1D models for the SBL.
For these experiments, the cooling rate was prescribed, which
is a limiting boundary condition, and the radiation schemes
were switched off.
[32] We adopt the same initial profiles of potential temper-

ature (θ) and wind speed as in the GABLS1 case study. The
θ profile consists of a 100m thick mixed layer of θ = 265K.
Above this layer, θ increases at a rate of 0.01K m� 1. The
geostrophic wind speed (ugeo) was chosen as 8ms� 1 for
the u component and 0ms� 1 for the v component. Below
100m, the wind speed decreases logarithmically to 0ms� 1

at the surface (z0m). Figure 1 reveals that a ugeo of 7–8ms� 1

indeed occurs most frequently in the Arctic. The specific
humidity profile (q) has a uniform value of q0 = 0.5 gkg

� 1

up to a height of 4 km. This is comparable to what
was found from observations, e.g., Serreze et al. [1995]
found a value of q0� 0.8 gkg� 1 during winter above 70�N,
while near-surface q0 from SHEBA winter data was found
to range between 0.1 and 0.7 gkg� 1 [Tjernström et al.,
2005; Stramler et al., 2011]. Above 4 km to the model

top, which is at 12 km, q decreases exponentially according
to q0 � exp(�a(z� 4000m)), where a =10� 3. To overcome a
large amount of degrees of freedom and because we want to
focus on the interaction of the snow surface and the SBL,
we decided to keep the atmosphere clear from clouds and
turned the microphysics off. The impact of the microphysics
might also be important since cloudy conditions also fre-
quently occur in the Arctic which can affect the Arctic surface
energy balance [e.g., Intrieri et al., 2002; Shupe and Intrieri,
2004]. Therefore, this impact needs to be studied on its own
in a subsequent study.
[33] The GABLS1 case uses a rather large roughness

length (z0) for snow/ice of 0.1m for momentum and heat.
Although we are aware that usually the thermal roughness
length is smaller than the roughness length for wind speed
[Andreas, 1987], a thermal roughness parameterization is
not included in this WRF model, and we apply a roughness
length of 5� 10� 4m for both momentum and heat, since this
is more in agreement with observed roughness lengths. For
example, from the ASFG tower at SHEBA, z0 was found
to be about 3.1� 10.8� 10� 4m [Persson et al., 2002], while
Schröder et al. [2003] report an average z0 of 5� 10� 4m
for a wide range of sea ice conditions. z0 Measured at six
SHEBA winter sites [Andreas et al., 2010] ranged from
10� 7 to 10� 1m.
[34] The WRF model uses a lower limit on u* of 0.1m s� 1

in the YSU BL scheme to prevent a vanishing heat flux in
very stable conditions [Jiménez et al., 2011]. Otherwise, this
could possibly cause a decoupling between the atmosphere
and the surface resulting in too low temperatures at the
surface. However, in very stable conditions, this u* minimum
is rather high, therefore we set it to 0.001m s� 1 to reduce the
restriction, but still preventing the heat flux from becoming
zero and therefore avoid runaway cooling [Jiménez et al.,
2011]. Finally, the case runs at 73�N latitude with a time step
of 10 s, has a duration time of 9 h, and is performed in
wintertime to ascertain the total absence of solar heating at
the surface.
[35] In the current study, the SBL is modeled with a very

high vertical atmospheric resolution. In this way we can
focus on the relative significance of the representation of
the physical processes without a limiting vertical resolution
playing a role. We chose 200 vertical levels in the atmo-
sphere, which were stretched so that the thinnest layer is
closest to the surface, and the layer thickness increases with
height. The first model level is located at about 0.55m. Since
now the first model level is below the 2m level, we had to
interpolate T2m from the temperature profile, as the standard
WRF T2m uses Tskin in combination with the exchange
coefficients (see equation (4)) as determined at the 2m level
and not the temperature difference between the model level
above and below 2m, which is in disagreement with the profile.
[36] Steeneveld et al. [2006a] showed that the model

results are very sensitive to the vertical resolution in the ice
when the atmosphere and surface are coupled. In order to
obtain a better interaction with the ice, the thickness of the
layers as in the original Noah LSM is reduced. The ice
slabs are now, respectively, from the top to bottom layer 1,
2, 4, and 8 cm thick. The initial temperature profile for the
ice layers is set to a uniform value of 265K. The ice is fully
covered by a 5 cm snow layer which is the snow depth as in
the WRF SCM for sea ice. Since during the winter night this

STERK ET AL.: MODELING A CLEAR-SKY ARCTIC SBL

1203



snow depth might be a bit low, we reran the model with
20 cm snow depth and will briefly comment on that as well.
The emissivity of a fresh snow surface is 0.98 and is
comparable to what was found in observations [Kondo
and Yamazawa, 1986; Claffey et al., 1999; Persson et al.,
2002; Andreas et al., 2010]. The total ice thickness is 3m
for multi-year sea ice, and the lower boundary condition
for temperature at the ice-water interface is 271.16K in the
Noah LSM in WRF.

5. Model Intercomparison

[37] In this section, the boundary layer (BL) and radiation
(LWrad) schemes are varied (see section 3). As such, the
spread between the permutations is quantified, which reflects
the uncertainties that can occur within one model.
[38] First, we compare the forecasted θ profiles after 9 h

(Figure 2a, the initial profile is given as well). This figure
shows the profound difference in shape of the θ profiles.
The runs with the MYJ scheme indicate an exponentially
shaped profile, while the YSU and QNSE runs provide some
mixing as is also seen from the inflection point in the profile,
though they do show a strong inversion. For the YSU
scheme, this inversion is smoother, while for the QNSE a
strong inversion is seen on top of the shallow “mixed” layer.
Consequently, the figure reveals that both SBL “archetypes”
as mentioned in the introduction can be obtained by choosing
different BL schemes, even with the same wind forcings,
where YSU and QNSE can be allocated the type II SBL and
MYJ type I. The difference between MYJ and QNSE is
explained by the allowed turbulent mixing under extreme
stable conditions in QNSE, while this is absent in MYJ
[Sukoriansky et al., 2006].
[39] Examining the first model level temperatures, MYJ

runs cool the least with a cooling from 265K to �250.5K,
while YSU runs cool to �249K. The coldest first
model level temperatures are found for the QNSE runs, with
θ� 248.8K. Thus after 9 h, the model runs produce a spread
of almost 2K near the surface.
[40] While the differences between the BL schemes can be

clearly distinguished, the differences between the three
LWrad schemes are small for the θ profiles. For example,

the incoming longwave radiation (L #) for similar BL
schemes differs �3Wm� 2 after 9 h, on a total amount of
L # of about 168Wm� 2.
[41] Due to the large differences in θ profiles, it might be

more meaningful to compare the amount of integrated
cooling (IC) as a measure for the temperature differences,
since for a better mixed profile, the cooling at the surface
might not be as strong, but aloft more cold air is found.
The IC is defined as [Steeneveld et al., 2006a]

IC ¼
Z z¼200m

z¼0
θstart � θfinalð Þdz (1)

[42] Here we only calculate the IC up to 200m, since this
is the height where the model runs converge. Table 1 pre-
sents the IC for the model intercomparison runs. Although
the MYJ runs show the least cooling at the first model level,
the IC is the largest, because of the relatively colder air
above �33m compared to the other BL schemes. The
YSU and QNSE runs show a similar cooling at the first
model level, but the integrated cooling is larger for the
QNSE runs, which reflects a more effective mixing of cold
air into the atmosphere.
[43] The wind profiles also show some differences

(Figure 2b), especially between the MYJ runs and the other
BL schemes. The MYJ runs forecast a more smooth wind
profile and a low level jet at �85m. The YSU and QNSE
runs do not show such a clear low level jet and reach their
maximum wind speed at a lower altitude. As for the θ profile

Figure 2. Vertical structure of (a) the potential temperature θ (K) and (b) the total wind speed utot (ms� 1)
for various WRF SCM runs, initially and after 9 h.

Table 1. Integrated Cooling for the Model Intercomparison Runs

BL Scheme LWrad Scheme IC (Km)

YSU RRTM �653
YSU GFDL �633
YSU CAM �665
MYJ RRTM �925
MYJ GFDL �896
MYJ CAM �931
QNSE RRTM �734
QNSE GFDL �716
QNSE CAM �745
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and the IC, also for the wind profiles the largest differences
occur between the BL schemes. Thus, at first sight, the BL
scheme seems to be most important in explaining the
differences between the model runs. However, in the next
section, we will analyze whether there may be complementary
processes at hand which can show a similar spread.

6. Sensitivity and Process Analyses

[44] To analyze and quantify which of the three governing
processes of snow-surface coupling, radiation, and turbulent
mixing is most critical in determining the state of the SBL,
we perform an extensive sensitivity and process analysis.
To do so, we chose the YSU BL scheme as a reference, be-
cause this scheme is a first-order scheme and allows for
some enhanced mixing, while for the LWrad scheme, RRTM
was chosen. Both schemes are close to operational practice
in weather forecasts and climate modeling [Iacono et al.,
2000; Morcrette et al., 2001; Roeckner et al., 2003; Collins
et al., 2004; Cuxart et al., 2006; Inoue et al., 2006; ECMWF,
2009, 2012].
[45] The amount of coupling of the surface to the atmo-

sphere is affected by adjusting the snow/ice conductivity l.
The amount of incoming longwave radiation (L #) is
changed by adjusting the initial specific humidity profile
(q). Svensson and Karlsson [2011] found that it is primarily
the q profile and not the temperature profile that determines
the clear-air L # in very cold and dry conditions and hence
that the atmospheric moisture content is very important for
the radiation balance at the Arctic surface. Results by Zhang
et al. [2001] also indicated that changes in the atmospheric
precipitable water have a higher impact on L # than the
change in mean atmospheric temperature. Finally, the
amount of turbulent mixing is varied by both adjusting
the eddy diffusivity coefficient for heat, momentum, and
moisture K in the BL scheme, and the exchange coefficients
C for heat, momentum, and moisture in the LSM to adjust
the mixing in the surface layer. Note that in Bosveld et al.
[2012] only the activity of turbulent mixing above the lowest
level was adjusted. However, it is more physical to
consistently link the surface layer and the BL as was also
recognized by Svensson and Holtslag [2009]. To more easily
compare our results with those of Bosveld et al. [2012], we
also show the mixing sensitivity analysis while only adjusting
K in the BL scheme.
[46] To study how the changes in process strengths

compare to one another, we will show a series of plots as
introduced by Bosveld et al. [2012] for the GABLS3 inter-
comparison study. In this paper, we refer to these plots as
“process diagrams.” A process diagram plots two variables
against each other, which are either a time average of
variable X over 9 h, or a change of variable X in 9 h time.
Therefore, each model run is represented by one point in
the process diagram. The points for the model intercompar-
ison runs performed in the previous section give the spread
within the WRF SCM. From the point for the reference run
with the YSU-RRTM scheme combination, we will add
the points for the sensitivity analysis runs. By drawing lines
from the reference point to these sensitivity points, we can
compare the direction of the sensitivity for a certain process
and indicate whether this might explain the spread within the
WRF SCM. Furthermore, we can compare the orientation

and length of these lines under different geostrophic wind
regimes (ugeo) to learn how the relative significance of the
physical processes shifts. To compare the significance of
the three processes for varying ugeo in a more convenient
way, the axes of the cross-plots representing different ugeo
are kept identical. Finally, we extend Bosveld et al. [2012]
by carrying out two perturbations in each “direction” (e.g.,
two runs with increased mixing, two runs with decreased
mixing) to detect whether the change in process intensity
gives a linear response (straight line) or a nonlinear response
(curved line).
[47] Below we study the sensitivity for a prescribed amplifi-

cation of the coefficients described above, while in section 7we
compare runs with a similar change in the net surface energy
budget. The extended GABLS1 case with ugeo = 8ms� 1 will
be used as a reference case when we compare the competition
between the physical processes for different ranges of ugeo.
Figure 1 shows that this wind speed is often found at latitudes
north of 75�N. The case is repeated for a ugeo of 3 and 20ms� 1

to cover a wide variety of wind speeds in the Arctic (see also
Figure 1).

6.1. Amplification Strategy

[48] In the first part of the sensitivity analysis, we
prescribe the amplification of the governing processes.
These multiplication factors were chosen to get a significant
effect in the sensitivity analysis. To increase the amount of
coupling, we multiplied the ice/snow conductivity (l) with
2.0 and 4.0. To decrease the amount of coupling, a multipli-
cation factor of 0.5 and 0.25 was applied. These runs are
referred to as coupling. The rationale behind these multipli-
cation factors are the large uncertainties observed in lsnow
and lice, which can vary in space (both horizontally and
vertically) and time due to density and texture differences
for example. Sturm et al. [2002] report in situ measurements
of lsnow during the SHEBA experiment ranging from 0.078
to 0.574Wm� 1K� 1 with the lowest values for fresh snow
and the highest value for a layer of snow-ice. From these
probe measurements, they found an average bulk l of
0.14Wm� 1K� 1, while when they used measured ice growth
to deduce the heat extraction from the ice and hence
determine the bulk l, values of 0.1–0.7Wm� 1K� 1 were
found with an average of 0.34Wm� 1K� 1, but this also
includes the effect of heterogeneity. Huwald et al. [2005]
calculated an effective lsnow at the snow-ice interface by using
the SHEBA internal snow and ice temperature data and found
hourly values that ranged from 0.1 to 1.0Wm� 1K� 1, while
the average values ranged from 0.4 to 0.5Wm� 1K� 1. Other
studies also show a range of 0.02–0.3Wm� 1K� 1 for various
sites [Gouttevin et al., 2012] and 0.06–0.4Wm� 1K� 1 for
various depths [Domine et al., 2012]. With a set l of about
0.22Wm� 1K� 1 in the WRF SCM, l in our sensitivity
analysis ranges from 0.055 to 0.88Wm� 1K� 1 when we use
the multiplication factors of 0.25–4.0.
[49] Large variations are also found in themodeled incoming

longwave radiation (L#). Svensson and Karlsson [2011]
revealed that the median for L# during the Arctic winter
(DJF) ranged from about 140 to 190Wm� 2 for nine global
climate models. Although this contains all sky conditions, the
range in variation for L# in clear-sky conditions was also found
to be over 20Wm� 2. When we would use identical multiplica-
tion factors as for l to vary the initial q profiles (radiation runs),
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the initial specific humidity profile would range up to 2 g kg� 1

which is rather high for an Arctic winter (see also section 4).
Therefore, we decided to multiply with 0.5, 0.67, 1.5, and
2.0. In this way, we can still compare the 0.5 and 2.0
perturbations in a systematic approachwith the other sensitivity
analyses, while representing typical Arctic conditions better.
The L# after 9 h now ranges between 155.2 and 180.3Wm� 2

compared to the 167.4Wm� 2 of the reference run.
[50] To alter the amount of mixing, the eddy diffusivity K

in the BL scheme and the exchange coefficient C in the LSM
are again multiplied with 0.25–4.0. These runs are referred to
as mixing. For the mixing sensitivity analysis as was applied
in Bosveld et al. [2012] only K in the BL scheme was varied.
Since the maximum eddy diffusivities for heat and momen-
tum that were found in the SCM intercomparison study by
Cuxart et al. [2006, see their Figure 6) ranged from less than
1 to over 5m2s� 1, we anticipate that the range of the multi-
plication factors covers the typical uncertainty in K.

6.2. Vertical Profiles

[51] We start discussing the sensitivity analysis for ugeo =
8ms� 1 (a frequently occurring wind speed, see Figure 1).
Figures 3a and 3b show the θ and wind speed profile after
a 9 h forecast for the YSU-RRTM reference run and for the
sensitivity analysis runs for this ugeo. Also the initial profiles
are presented for comparison. The labels K _Chm, K, l, and
q represent the processes of mixing in both BL and surface
layer, mixing in only the BL, snow-surface coupling, and
radiation, respectively, and the numbers indicate the amount
by which each process is multiplied.
[52] An increase in mixing leads to higher temperatures at

the surface, since there is more entrainment of potential
warmer air from the overlying layers and cold air from the
surface is more easily lifted aloft so that there is a more
efficient redistribution of heat in the boundary layer. This
also results in deeper and better mixed boundary layers.
Similar results were found for increasing the amount of
snow-surface coupling. An increased l means that heat from
the underlying and relatively warmer ice layers is more
efficiently transported to the surface and thus more energy
is added to the atmosphere. An increased q results in a
higher amount of L#. This again leads to higher temperatures
and deeper boundary layers compared to the YSU-RRTM
reference run. Also we observe that applying a multiplication
factor of 0.5 and 2.0 for both coupling and radiation forecasts
comparable profiles. When the physical processes are
decreased in intensity, results change in opposite directions.
[53] Some differences can be observed between both types

of mixing runs. When we increase the amount of mixing, the
boundary layers are deeper and better mixed when the amount
of mixing is also increased in the surface layer (K _Chm runs).
This more effective mixing also follows from the higher
amount of integrated cooling for K _Chm runs compared to
runs with only mixing in the BL (K runs) (see Table 2).
However, when we decrease the amount of mixing, we also
find higher atmospheric temperatures for the K _Chm runs
compared to the K runs. On the other hand, Tskin remains
colder for the K _Chm runs compared to the K runs, resulting
in large temperature gradients between the surface and the
lowest model level for theK _Chm runs (see also Table 2). This
is explained by the smaller sensible heat flux in the K _Chm
runs which hampers the transport of heat to the surface.

[54] Also when we study the two “decreased mixing” lines
of the K _Chm runs, we see that when mixing is increased
from 0.25K _Chm to 0.5K _Chm, the temperatures in the
atmosphere just above the surface decrease. This behavior
is contrary to the expectation that when mixing increases,
more warm air is entrained, which would result in higher
atmospheric temperatures. It appears that, when the amount
of mixing is decreased sufficiently, the cold air from the
surface is not effectively lifted and therefore the layers above
the surface do not cool as much, while at the same time, the
warmer air aloft cannot reach the surface. Indeed, we find
lower surface temperatures for the 0.25K _Chm run
compared to the 0.5K _Chm run (see Table 2).
[55] Table 2 summarizes the amount of integrated cooling

(IC) for the sensitivity analysis runs. The IC of the YSU-RRTM
reference run amounts up to�653Km. When we decrease the
amount of mixing, the IC decreases, because cold air from the
surface is not efficiently mixed into the atmosphere. Indeed
we find a stronger IC for decreased mixing for the K runs
compared to K _Chm, where the exchange coefficients in the
surface layer are kept identical to the YSU-RRTM reference
run so that there is a more efficient mixing of cold air away
from the surface. Decreasing the coupling leads to increased
IC, because of the less efficient heat transport from the deeper
ice layers to the surface, enabling the surface to cool more,
while the mixing remains strong enough to bring this
signal to higher atmospheric layers. Decreasing the amount
of L# also leads to lower Tskin and again a stronger integrated
cooling. Opposite results are found for increasing the process
strengths.
[56] The vertical profiles for a ugeo of 3 and 20ms� 1 are

given in Figures 3c–3f. Note that the axes are different from
the figures for ugeo = 8ms� 1. Increasing ugeo results in more
developed and deeper SBL heights and overall higher θ as
more warm air is mixed toward the surface and cold air is
mixed away from the surface.
[57] Reducing ugeo results in smaller SBL heights and

strongly affects the θ profile. The YSU-RRTM θ profile
now has an exponential, or type I, shape. The profile shape
remains similar for increased and decreased amounts of L#
and coupling, although this does respectively increase and
decrease θ. With increased mixing, the θ profile shape
becomes somewhat more mixed, although this only happens
in a shallow layer. When the mixing decreases in intensity, a
pronounced exponential profile is forecasted. As was the
case with the smallest amounts of mixing for ugeo = 8ms� 1,
again we note that not only the mean SBL temperatures
remain higher when the mixing is decreased, but also now
the mean SBL temperatures decrease when the amount of
mixing increases. This is likely caused by the small sensible
heat flux which prevents the transport of warm air toward the
surface and transport of cold air away from the surface.
[58] As mentioned in the introduction, we can distinguish

between two types of SBLs. Type I has a more exponential
(or concave up) profile and is dominated by radiative cooling
and low wind speeds. Type II is typical for larger wind speeds
and better mixed (or concave down) vertical temperature
profiles [Van Ulden and Holtslag, 1985; Vogelezang and
Holtslag, 1996]. In Figure 3c, the different profile shapes can
be observed, although this is not necessarily followed by the
lower and higher wind speeds for types I and II, respectively,
in Figure 3d. However, this sensitivity analysis does indicate
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the importance of parameter choice for the vertical profile for
cases of low ugeo, since it affects the vertical profile shape
significantly.

6.3. Process Diagrams: Snow-Surface Coupling

[59] Figure 4a depicts the process diagram for the T2m
cooling that occurs in 9 h and the soil heat flux (G) averaged

over 9 h for ugeo = 8ms� 1. As such, this figure represents
the time-integrated interaction between the surface and the
atmosphere. The spread within the WRF SCM results
(the runs with sets of different parameterizations shown by
the first nine symbols in the legend) shows a small but clear
correlation: the stronger the amount of surface cooling, the
larger G is. This is explained by the fact that G depends on

Figure 3. Vertical profiles for (a, c, and e) potential temperature θ (K) and (b, d, and f) wind speed utot
(ms� 1) initially and after 9 h forecasts for the runs of the sensitivity analysis using geostrophic wind
speeds of (a and b) 8ms� 1, (c and d) 3ms� 1, and (e and f) 20ms� 1. K _Chm represents the eddy
diffusivity and exchange coefficients and therefore the change in mixing in both boundary and surface
layer, K represents the eddy diffusivity and therefore change in mixing in the boundary layer only, l
represents the ice conductivity and thus the coupling, and q represents the specific humidity profile and
therefore the incoming longwave radiation. YSU-RRTM is the reference run.

STERK ET AL.: MODELING A CLEAR-SKY ARCTIC SBL

1207



Table 2. Overview of the Amount of Integrated Cooling (IC), the 2m Temperature (T2m 9h) and Skin Temperature (Tskin 9h) After 9 h for a
Geostrophic Wind Speed of 8ms� 1, and the Changes in Net Radiation Over 9 h (ΔQ*, See Equation (5)) for the Three Wind Regimes for
the Sensitivity Analysis Runs

ΔQ* (Wm� 2) ΔQ* (Wm� 2) ΔQ* (Wm� 2)

Parameter Multiplication Factor IC (Km) T2m 9h Tskin 9h ugeo = 8ms�1 ugeo = 3ms�1 ugeo = 20ms�1

K_Chm 0.25 �479 250.7 245.5 7.6 4.8 25.7
0.5 �532 249.5 245.8 5.2 3.4 16.2
2.0 �893 251.7 250.6 �11.1 �4.2 �11.7
4.0 �1160 254.8 254.3 �23.4 �8.2 �16.6

K 0.25 �513 248.8 245.9 5.2 2.4 17.5
0.5 �564 248.8 246.4 3.2 1.3 9
2.0 �793 250.7 248.7 �4.6 �1.4 �6.8
4.0 �977 252.3 250.1 �9.8 �3 �10.9

l 0.25 �787 245.6 243.1 14 15.4 4
0.5 �727 247.3 245.0 8 8.6 2.3
2.0 �580 251.9 250.1 �9.1 �9.4 �2.6
4.0 �521 254.2 252.6 �17.3 �18.3 �5.3

q 0.5 �678 247.3 244.8 �5 �5.2 �6.2
0.67 �669 248.2 245.8 �2.8 �3 �3.6
1.5 �628 251 249.1 2.4 3 3.3
2.0 �601 252.3 250.5 3.6 4.9 5.3

Figure 4. Cooling of the 2m temperature (�(T2m 9h� T2m init) (K)) over the 9 h run versus the soil heat
flux (<G> 9h (Wm� 2)) averaged over 9 h for a geostrophic wind speed of (a) 8ms� 1, (b) 3ms� 1, and (c)
20ms� 1. K _Chm represents the eddy diffusivity and exchange coefficients and therefore the change in
mixing in both boundary and surface layer, K represents the eddy diffusivity and therefore change
in mixing in the boundary layer only, l represents the ice conductivity and thus the coupling, and
q represents the specific humidity profile and therefore the incoming longwave radiation. YSU-
RRTM is the reference run.
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the ice conductivity (l) and the temperature difference
between the surface and the lower ice layers (dT/dz, where
z increases downward):

G ¼ �l
dT

dz
(2)

[60] With a stronger atmospheric cooling and a stronger
decrease in Tskin, the upper ice temperature difference
increases and that results in a stronger G. This in turn tends
to increase Tskin which leads to a smaller G. Hence, the
process of snow-surface coupling has a negative feedback.
[61] The results of the sensitivity analysis are indicated

with the lines. The line of the coupling sensitivity is oriented
perpendicular to the orientation of the model intercompari-
son runs. The reason for this perpendicular orientation is that
l is adjusted to generate more and less coupling. To increase
the amount of coupling, l is increased, which causes a
stronger G. Also now more heat from the ice is brought to
the surface into the atmosphere resulting in higher Tskin,
which is reflected in higher T2m and less cooling at this level.
[62] The processes of turbulent mixing and radiation only

affect the temperatures at the surface and do not influence l.
When the amount of turbulence increases, more heat is
transported to the surface and cold air is transported aloft.
An increase in L# also results in higher Tskin. Thus both these
enhanced process strengths reduce the temperature differ-
ence in the ice and result in smaller G. The opposite occurs
for a decrease in L# and for the decreased K runs.
[63] A nonlinear feature is observed for the decreased

K _Chm runs, where there is also less mixing in the surface
layer, and for runs with K decreased from 0.5 to 0.25. We will
come back to this later. The overall direction of the sensitivity
lines is comparable with the results of Bosveld et al. [2012] for
GABLS3, although the direction of our K and q runs shows
more overlap.
[64] Since the lines of radiation, and partially mixing, are

oriented in the same direction as the spread within the model,
they explain mostly the spread within the model for these
plotted variables. Furthermore, the overlap indicates that
the radiation and mixing processes can compensate each
other for this set of variables. The coupling can also compen-
sate these processes as far as T2m is concerned. In a way this
graph is rather straightforward, because to obtain the spread
within the models, several BL schemes were used for which
the mixing is calculated differently, and several LWrad

schemes were used including therefore differences in L#.
However, Figure 4 also indicates that surface coupling has
a strong influence on the T2m cooling and G. The difference
between the K _Chm and K runs does indicate the sensitivity
of the model to the description of the surface layer and its
link to the BL in the parameterization schemes.
[65] Figure 4b shows a similar process diagram, but for

ugeo = 3ms� 1. We see that the orientation of the model
intercomparison runs is similar as those for ugeo = 8ms� 1,
but with a larger spread. Furthermore, the orientation of the
radiation and coupling processes as well as their length, is
comparable with those for the standard ugeo. The line repre-
senting turbulent mixing, however, has a different orientation
for multiplication factors of 0.5–2.0 and shows a change in
direction for the amount of cooling in time as was also seen
in the line from 0.5 to 0.25 K _Chm for ugeo=8ms� 1. For

both types of mixing runs, a decrease in mixing results in less
T2m cooling and a largerG. A possible explanation for this will
be given later on. The line does not change direction regarding
G. Increasing the amount of mixing does increase Tskin
(because the cold air is mixed to the air just above the surface).
Therefore, the temperature difference between the skin layer
and the deeper ice layers decreases, followed by a decrease
in G. Furthermore, the model is more sensitive for mixing
when this process is also adjusted in the surface layer, since
the line for the K _Chm runs is considerably longer than for
the K runs.
[66] As far as the orientation of the points is concerned, it

is seen that radiation plays a large role in explaining the
differences between the model intercomparison runs. This
does not come as a large surprise. As can be seen in Figure 3c,
the θ profiles resemble a type I profile as in Vogelezang and
Holtslag [1996], which represents mainly radiation-dominated
boundary layers.
[67] Figure 4c presents the results for a wind regime of

20ms� 1. The orientation of the model intercomparison runs
is similar to the 3 and 8ms� 1 runs and again follows the
alignment of the radiation and mixing (K runs) sensitivity
as for the 8ms� 1 case. However, the line representing
coupling has decreased in length and is now more “steep”:
it still covers a large range in the change in average G (which
is directly linked to the change in l), but this does not have
as strong an impact on the 2m cooling. The radiation line
is similar in length, but the line representing turbulent
mixing is now relatively larger and plays a more important
role. This is also seen from the stronger change in G and
2m cooling when multiplying both mixing processes by
0.5 and 2.0 compared to multiplying the radiation process
with the same factors. The difference in line length for both
increased and decreased mixing indicates that the model is
more sensitive for decreasing turbulent mixing than an
increase in mixing. This is probably related to the fact that
if there already is sufficient mixing, an increase in mixing
only causes the change in the system to be divided over a
deeper BL and the signal may not be as clearly detectable.
[68] In order to study the sensitivity of our results for snow

thickness, we repeated the runs for a thicker snow cover of
20 cm. Although the forecasts for the three geostrophic wind
speeds resulted in overall colder solutions, the relative
orientation of the sensitivity lines remained approximately
similar. Especially the insensitivity of coupling for higher
wind regimes was now even more pronounced, with a line
hardly deviating from the reference run. The same holds
for the process diagrams in sections 6.4 and 6.5.
[69] Next, we still need to explain the nonlinearity in the

K _Chm sensitivity analysis runs for the 3 and 8ms� 1 case
regarding the amount of cooling at 2m. Intuitively, one
would expect that, when increasing the amount of mixing,
more warm air is redistributed toward the surface. Thus,
the amount of cooling in time should decrease for increased
mixing and vice versa for a decreased amount of mixing.
This is indeed the case for a ugeo of 20ms� 1 and partly for
the 3 and 8ms� 1 regime, but for the other cases opposite
results are found.
[70] In fact, similar results were found by McNider et al.

[2012] in their model study. As they used two different
models than the WRF SCM, this gives more confidence in
the nonlinear behavior. For low wind speed regimes, they
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obtained colder atmospheric solutions when the wind speed
was increased. In their study also the two states of the SBL
were found. McNider et al. explain that for very light wind
speeds, there is so little mixing that the boundary layer is
very shallow and weak and only a little amount of cold air
is mixed from the surface to the first model level. When
now the wind speed increases, more cold air is mixed away
from the surface and brought to higher levels thus leading
to lower temperatures in the atmosphere above the surface.
They find this to be the case for solutions with exponential
(concave up), or type I, θ profiles. As the wind speed
increases even further, the air close to the surface begins to
warm with increased wind speeds as now more warm air is
able to reach the surface.McNider et al. found these solutions
for concave down, or type II, θ profiles.
[71] In the current study, we also find the different behavior

of the SBL for either increasing or decreasing the wind speed
(see Figure 5). We find that for the wind regimes left of the
T2m minimum, T2m decreases when the wind speed increases.
The θ profiles (not shown here) then show a concave up, or
more exponential shape (e.g., as in Figure 3c for the reference
run and decreased mixing runs for a ugeo of 3ms� 1). In these
cases, when mixing or wind speed increases, the change in
temperature for a fixed distance downward is larger than the
change in temperature for a fixed distance upward. Therefore,
a turbulent eddy centered at this given height will bring up
cold air that more than compensates for the warm air brought
down by the sinking part of the eddy. Hence, there will be a
net cooling with enhanced mixing at this level. The opposite
is true for a concave down θ profile which is found when wind
speeds have increased sufficiently and are on the right of the
T2m minimum for the standard (1 K _Chm) and increased
mixing runs (e.g., as in Figure 3c for the increased mixing
runs). Then there will be net warming with enhanced mixing
and wind speed.

[72] Note that the difference in profile shape is not as
profound for the decreased amount of mixing runs, where
the θ profiles resemble a more exponential shape also on
the right of the T2m minimum, but they do show a weaker
curvature for these wind speeds, which makes it easier for
the mixing to overcome the temperature gradient close to
the surface. Also when the wind speeds increase further,
although the θ profile remains exponential, eddies with
larger sizes can now reach the surface and bring warmer
air from higher levels downward, which can compensate
for the cold air that is brought upward from the surface.
For the lower wind speeds, the eddies are relatively smaller
so that the amount of downward-transported warm air is
not sufficient to compensate for this effect.
[73] It is furthermore seen that the change in behavior

shifts earlier (at lower ugeo) when the mixing is enhanced.
Also, we see that for a more efficient mixing, the temperature
difference between the surface and the 2m level is smaller.
In this way T2m is indeed lower for higher amounts of
mixing when ugeo is kept constant at a low value since the
lower amount ofmixing cannot mix away the large temperature
gradient.
[74] The Tskin always increases when the amount of wind

speed is increased for both the reference and the increased
amount of mixing runs. For the 0.25K _Chm runs we detect
a very small decrease in Tskin when the wind speed is
increased from 1 to 6ms� 1. The reason for this is that due
to the small sensible heat flux the cold air at the surface is
not efficiently lifted and the mean SBL temperature remains
relatively high. This results in an increase in L# from the
layers above the surface toward the surface which, when
mixing or wind speeds decrease sufficiently, overcomes the
radiative cooling, resulting in less cooling of the surface.
[75] For a ugeo = 3ms� 1 we detect a change from an expo-

nentially shaped θ profile to a concave down-shaped profile
when the amplification of mixing increases to 2.0 (see Fig-
ure 3c). Now the temperatures in the SBL decrease. When
the amount of mixing increases further to 4.0K _Chm, T2m
is still lower than T2m for 1K _Chm, but has increased com-
pared to 2.0K _Chm, indicating that there is more effective
mixing with higher (and warmer) levels. For decreasing the
amount of mixing for ugeo = 8ms� 1, also the θ profile shifts
from mixed to more exponentially shaped. The nonlinear ef-
fect is more profound for the K _Chm runs than the K runs.
This is extended knowledge after Bosveld et al. [2012]. The
decreased K runs, which have a similar altered mixing as in
the study of Bosveld et al. [2012] over land, still have the
normal amount of mixing in the surface layer and thus are more
efficient in transporting cold air away from the surface and
warmer air toward the surface so that this nonlinear effect is
not as strongly visible.
[76] Note that this nonlinear behavior is also found from

observations over sea ice and in the nocturnal SBL over
land. Lüpkes et al. [2008] found that the minimum 10m
temperature observed during the SHEBA experiment in
winter months is not observed for very calm conditions,
but for a wind speed of �4ms� 1. Moreover, they found
decreasing snow temperatures for increasing wind speeds
up to �4ms� 1 due to the reduced L# from the colder air as
was also found in our study. The nonlinearitywas also detected
by Acevedo and Fitzjarrald [2003] from measurements in the
Albany region. They found that wind gusts below a certain

Figure 5. The modeled skin and 2m temperature (K) after
9 h for different geostrophic wind speeds (ugeo (ms

� 1)) using
varying turbulence intensities where mixing is adjusted in
both boundary and surface layer. The solid lines refer to
the 2m temperatures and the dotted lines refer to the skin
temperatures.
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threshold (in their data 1.5ms� 1) only mix the air downward
to the colder ground, hence cooling the surface layer, while
higher wind speeds cause mixing with higher levels as well
and thus warming the surface layer. The existence of two
different wind regimes with a threshold at wind speeds of
2–4ms� 1 was furthermore reported by Rinke et al. [2012]
from observations over the Antarctic.

6.4. Process Diagrams: Radiation Impacts

[77] Next we study which processes influence the temper-
ature and radiative cooling at and near the surface. There is a
tight coupling between the incoming and outgoing longwave
radiation at the surface and the temperatures in the SBL and
at the surface, respectively [Bosveld et al., 2012]. Therefore,
Figure 6 shows the process diagrams of the 2m temperature
and the net radiation (Q*), both averaged over 9 h. Again we
will first study the runs with a geostrophic wind speed of
8ms� 1.
[78] The spread within the WRF SCM shows a strong

correlation: when T2m is high, a more negative Q* can be
found. This indicates that L" dominates in the variation
within the model intercomparison runs, since the extra L"

due to higher temperatures overcompensates the extra L#
resulting in a more negative Q*.
[79] When studying the lines that are obtained with the

sensitivity analysis, we find that the processes of increased
mixing (K runs) and increased/decreased coupling are
oriented in the same direction as the model intercomparison
runs. For example when the amount of mixing or coupling is
increased, a higher T2m is found as well as a more negative
Q*. This is not the case when we look at the process of
radiation. For increased L# indeed not only a higher T2m is
found, but also a less negative Q*, and the opposite occurs
for a decreased amount of L#. Apparently for the radiation
sensitivity, the change in L# dominates over the change in
L". For both mixing runs, we again see the nonlinearity as
was explained in the previous subsection. The spread within
the model can mostly be explained by increasing the mixing
strength (K runs) and increasing/decreasing the coupling
strength, so that mixing and coupling appear to be comple-
mentary processes for these considered variables. Again
the overall orientation of the K, l, and q runs is similar as
in Bosveld et al. [2012] without the nonlinear effect.
[80] Figure 6b gives the process diagram for ugeo = 3ms� 1.

Studying the lines representing coupling, we see a slight

Figure 6. The 2m temperature (<T2m> 9h (K)) versus the net radiation (<Q*> 9h (Wm� 2)), both
averaged over 9 h for a geostrophic wind speed of (a) 8ms� 1, (b) 3ms� 1, and (c) 20ms� 1. K_Chm
represents the eddy diffusivity and exchange coefficients and therefore the change inmixing in both boundary
and surface layer,K represents the eddy diffusivity and therefore change inmixing in the boundary layer only,
l represents the ice conductivity and thus the coupling, and q represents the specific humidity profile and
therefore the incoming longwave radiation. YSU-RRTM is the reference run.
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change in orientation, the lines are more “steep,” the change in
T2m is smaller for a similar change in Q*, however, they are
not too different from the 8ms� 1 case. The orientation of
the mixing lines however has changed orientation and direc-
tion, as was also the case in Figure 4b. The average T2m
decreases when the amount of mixing increases. As explained
in the previous subsection, this phenomenon can occur when
the BL is very weak and shallow and increased turbulence
mixes cold air from the surface upward which is not suffi-
ciently compensated by the downward transported warm air.
Q* does decrease with increased mixing. This is because L"
is determined by Tskin, and these do increase for increased
mixing (see also Figure 5). For ugeo = 3ms� 1, it is further
observed that the model is more sensitive to mixing when
also the amount of mixing in the surface layer is adjusted
and not very sensitive to mixing only in the BL. The spread
of the model intercomparison runs is now mostly found by a
combination of increase in radiation, decrease in mixing, and
a change in snow-surface coupling.
[81] The process diagram for T2m andQ* for ugeo = 20ms� 1

(Figure 6c) again indicates that the effect of snow-surface
coupling has decreased significantly, while the effect of
mixing is relatively larger compared to the 8ms� 1, as was also

observed in Figure 4. The model intercomparison runs show
less spread than for the other wind speeds and cannot clearly
be explained by one unique process modification.

6.5. Process Diagrams: Turbulent Mixing

[82] We continue with the process diagrams representing
atmospheric mixing in showing the temperature difference
between the lowest model level and the surface (ΔT), versus
the sensible heat flux (H), both averaged over 9 h (Figure 7).
H in the BL is determined by the eddy diffusivity for heat
(Kh) and the potential temperature gradient (@ θ/@ z) via

H ¼ �rcpKh
@θ
@z

(3)

[83] Again we first focus on the case with ugeo = 8ms� 1 in
Figure 7a. When l increases, more energy is added from the
deeper ice layers to the atmosphere resulting in higher
surface temperatures and hence a smaller ΔT, which
consequently lowers the magnitude of H. The opposite
occurs for decreasing the amount of coupling. If the amount
of incoming radiation increases, the temperature difference

Figure 7. The temperature difference between the 2m level and the surface (<T1st level�Tskin> 9h (K))
versus the sensible heat flux (<H> 9h (Wm� 2)), both averaged over 9 h for a geostrophic wind speed of
(a) 8ms� 1, (b) 3ms� 1, and (c) 20ms� 1. K _Chm represents the eddy diffusivity and exchange
coefficients and therefore the change in mixing in both boundary and surface layer, K represents the eddy
diffusivity and therefore change in mixing in the boundary layer only, l represents the ice conductivity
and thus the coupling, and q represents the specific humidity profile and therefore the incoming longwave
radiation. YSU-RRTM is the reference run.
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becomes slightly smaller, and a similar orientation is found
as for the coupling process.
[84] The amount of mixing in the K runs is adjusted by

altering the eddy diffusivity coefficient in the BL scheme.
The amount of mixing in the K _Chm runs is adjusted
similarly, but includes an adjustment in the exchange
coefficient in the land-surface model. When the amount of
mixing in both the K _Chm runs and the K runs is increased,
H increases due to the increased Kh. However, the orientation
regardingΔT differs, causing the orientation of the twomixing
lines to be perpendicular. When the mixing increases, the
temperature gradient decreases for the K _Chm runs, while
an increase in temperature gradient is found for the K runs.
The first behavior is what we would expect. When there is
more mixing, the heat exchange between the surface and the
atmosphere occurs more efficiently resulting in smaller
temperature differences. That the temperature gradient
increases with increased mixing for the K runs can be
explained by the constant flux approach for which H in the
surface layer equals H at the first model level. For the surface
layer, H is determined with

H ¼ �rcpCHu θ1 � θsð Þ (4)

where CH is the exchange coefficient for heat, u the wind
speed and θ1� θs represents the temperature difference
between the first model level and the surface. In the constant
flux approach, this equation should be equal to equation (3).
When the amount of mixing in the surface layer is not
adjusted, it follows from the equations that for an increase
in Kh, there should be an increase in θ1� θs and vice versa.
In other words, an increase of K in the BL increases θ1,
but has little direct effect on θs, therefore ΔT increases and
vice versa. This is indeed seen in Figure 7 for the K runs.
[85] When we compare the lines of the sensitivity analysis

with the model intercomparison runs, we find that the
orientation of the intercomparison runs can be explained by
a combination of the K mixing process and coupling process.
The model intercomparison runs are better represented by
the K runs compared to the K _Chm. We expect this is due
to the spread between the model intercomparison runs
being dominated by the different BL schemes, and not the
surface-layer schemes, since these are rather similar
[Skamarock et al., 2008].
[86] Figure 7b gives the same process diagram for

ugeo = 3ms� 1. Again, the orientation of the radiation and
coupling lines is identical compared to those of a geostrophic
wind speed of 8ms� 1. The effect of change in coupling
appears to be slightly more important than the effect of a
change in radiation, since the 0.5 and 2.0 perturbations are
equally oriented and the coupling line is longer. The length
of the mixing line of the K _Chm runs is longer than the
coupling line, although not in the orientation of the model
intercomparison runs. The length of the mixing line for the
K runs is very short as seen previously for this wind speed.
[87] Figure 7c presents the process diagram for ugeo = 20

ms� 1. The orientation of the lines is comparable to the
8ms� 1 case without the strong nonlinear effect, but the
changes in H are now more profound, while the changes in
ΔT at the surface are smaller for the coupling and radiation
sensitivity runs. The latter can be explained by the already bet-
ter mixed temperature profile. Again the line for snow-surface

coupling is rather short, a perturbation of 0.25 and 4.0 for
coupling leads to similar results as perturbating radiation by
0.5 and 2.0, implying the insensitivity to snow-surface
coupling in this wind regime. The radiation line points more
in the direction of the orientation of the model intercomparison
runs, but as for the other process diagrams, the largest sensitiv-
ity is found for the turbulent mixing process.

7. Rescaled Sensitivity Analyses

[88] In the previous section we perturbed each process by
multiplying the coefficients with a prescribed amplification
factor. However, multiplying for example the eddy diffusivity
or the conductivity by such a factor may not necessarily have a
similar impact on the atmospheric system in terms of energy
and thus we would not compare the processes in a “fair”
way. Therefore, we repeat the sensitivity analyses by varying
the process strengths such that the change in surface net
radiation (ΔQ*) for the new run compared to the reference
run is similar:

ΔQ� ¼ 1

Δt

Z
Q�SAdt �

Z
Q�refdt

� �
(5)

[89] HereQ�SA is the net radiation for the sensitivity analysis
run andQ�ref is the net radiation for the YSU-RRTM reference
run. Δt is the total time difference (9 h) and dt represents the
smaller time steps to calculate the integral. Table 3 gives an
overview of the amount by which K _Chm, K, l, and q were
multiplied to achieve the desiredΔQ* for ugeo = 8ms� 1. These
prescribed ΔQ*s are within the range of the ΔQ*s that were
found for the sensitivity analysis runs with the prescribed
multiplication factors (see Table 2). We were unable to adjust
the radiation process to a ΔQ* of 7Wm� 2 because the model
did not reach this parameter range.
[90] Note that the choice of these multiplication factors

might be timescale dependent, since ΔQ* does not necessarily
occur at the same rate for each physical process. Since we will

Table 3. Overview of the Changes in Net Radiation Over 9 h
(ΔQ*) for ugeo = 8ms�1 and the Factor by Which Both the Eddy
Diffusivity and Exchange Coefficient (K _Chm), Only the Eddy
Diffusivity (K), the Ice Conductivity (l), and the Initial Specific
Humidity Profile (q) Are Multiplied to Obtain This Net Radiation
Change

Parameter ΔQ* (Wm�2) Multiplication Factor

K_Chm 7 0.305
3.5 0.683

�3.5 1.292
�7 1.599

K 7 0.065
3.5 0.462

�3.5 1.716
�7 2.769

l 7 0.551
3.5 0.752

�3.5 1.311
�7 1.708

q 3.5 1.935
�3.5 0.612
�7 0.383

STERK ET AL.: MODELING A CLEAR-SKY ARCTIC SBL

1213



examine ΔQ* over the entire 9 h run, it is justified to adjust the
parameters such that the surface energy change at 9 h is simi-
lar. Figure 8 depicts the same process diagrams as discussed
in the previous section, for ugeo = 8ms� 1. We adjusted the
axis, but kept them in the same proportion as Figures 4, 6,
and 7 for better comparison.
[91] When we compare Figures 8a–8c with Figures 4, 6,

and 7 a, in general we see a similar orientation, but a
decrease in line length for the K _Chm and l runs and for
the increased K runs. The line length of reduced K runs has
increased due to the stronger perturbation factor that was
applied to achieve a ΔQ* of 7Wm� 2 than the multiplication
factors as applied in the previous section. These differences
with the previous Figures indicate the importance of the
choice for the multiplication factors of the parameters.
[92] To get a ΔQ* of 3.5Wm� 2 for ugeo = 3ms� 1, the

K _Chm run had to be multiplied by 0.488, the K run
by 0.103, the l run by 0.763, and the q run by 1.628.
These findings indicate that for low wind speed the model is
not that sensitive to mixing, and especially to mixing in the
BL scheme only, while being more sensitive to coupling and
radiation. This is supported by the ΔQ*s that were found
when the prescribed amplification factors were applied in
the previous section (see Table 2). For a ugeo of 3ms� 1 we

find smaller changes in ΔQ* for the mixing runs, especially
the K runs, and larger changes for the coupling runs
compared to the ugeo = 8ms� 1 runs. The radiation runs only
show minor differences between the ΔQ*.
[93] For ugeo = 20ms� 1, we had to multiply K _Chm

by 0.861, K by 0.756, l by 0.312, and q by 1.542 to
obtain a ΔQ* of 3.5Wm� 2. When we compare ΔQ* for
ugeo = 20ms� 1 with 8ms� 1 while keeping the multiplication
factor for each process equal in Table 2, we see stronger
changes for the mixing runs and smaller changes for the
coupling runs. The changes are stronger when the amount
of mixing is decreased, since the signal is mixed over a
shallower boundary layer. The radiation runs do show a
somewhat larger difference in ΔQ* as well.

8. Conclusions and Discussion

[94] This study focuses on identifying the dominant
governing processes in the Arctic stable boundary layer for
different wind regimes. We consider three physical pro-
cesses, i.e., snow-surface coupling, radiation, and turbulent
mixing. First we perform a 1D model intercomparison
within the WRF framework, by varying the boundary layer
and longwave radiation schemes for the GABLS1 case

Figure 8. Process diagrams for a geostrophic wind speed of 8ms� 1 of (a) the cooling of the 2m temperature
(�(T2m9h� T2minit) (K)) over the 9 h run versus the soil heat flux (<G> 9h (Wm� 2)) averaged over 9 h,
(b) the 2m temperature (<T2m> 9h (K)) versus the net radiation (<Q*> 9h (Wm� 2)), both averaged over
9 h, and (c) the temperature difference between the 2m level and the surface (< T1stlevel� Tskin> 9h (K))
versus the sensible heat flux (<H> 9h (Wm� 2)), both averaged over 9 h. In all cases ΔQ* is kept
similar, i.e., ΔQ*= 7, 3.5, �3.5, and �7Wm� 2. YSU-RRTM is the reference run.
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[Beare et al., 2006; Cuxart et al., 2006]. Hence, we quantify
the spread between the different model schemes. To explain
this spread, we perform a sensitivity analysis for the three
governing processes.
[95] Overall we notice a shift in significance of the differ-

ent processes for varying wind regimes. In situations with
high wind speeds, model output is most sensitive to turbulent
mixing, while the effects of radiation and especially the
snow-surface coupling are small (as one could anticipate),
as seen from the strongest change in potential temperature
and wind speed profile, and from the relatively long sensitivity
lines in the process diagrams [Bosveld et al., 2012] for the
mixing process.
[96] Considering situations with low wind speeds, we

reveal that the model is most sensitive to snow-surface
coupling and radiation in the SBL structure and evolution.
Then, the impact of turbulent mixing is minor except when
the mixing strength is also adjusted in the surface layer. This
stresses the significance of consistently linking the surface
layer with the boundary layer.
[97] For the cases with a geostrophic wind speed of 8 and

20ms� 1, we find a relatively mixed boundary layer profile
topped by a strong inversion, though when we decrease the
amount of mixing by 0.25 and 0.5 (for 8ms� 1) and 0.25
(for 20ms� 1), this becomes more exponential. For a low
wind speed of 3ms� 1, a more exponential profile shape for
the reference run is found, although this becomes better
mixed for a higher turbulent mixing strength. Thus, even
though choosing a different mixing parameter may not
significantly affect the surface variables, it does strongly
influence the vertical profiles and thus possibly other variables
away from the surface. Therefore, it is recommended that
when evaluating and optimizing a model, the vertical structure
should be considered as well. If the model is optimized for 2m
temperatures, as often occurs in operational studies, it is likely
that the model results deviate aloft.
[98] Furthermore, an intriguing nonlinear behavior regarding

the effects on temperature just above the surface is found, as
was also seen in observations [Acevedo and Fitzjarrald,
2003; Lüpkes et al., 2008; Rinke et al., 2012]. The 2m temper-
ature decreases for increased mixing strength and vice versa.
The skin temperature, however, does increase for increased
mixing strength and vice versa. This suggests that mixing
occurs only in a shallow layer close to the surface and cold
air that is mixed upward is not fully compensated by
downward mixed warm air. These findings do have an
implication for the understanding of the Arctic climate, since
apparently the behavior at the 2m level is not straightforward,
while the 2m temperature is often used in research.
[99] Moreover, this “counterintuitive” behavior was

found for low wind speeds with exponential (or concave
up) potential temperature shapes [McNider et al., 2012],
when relatively more cold air is mixed toward the 2m
level than warm air is transported downward. For higher
wind speeds, we find better mixed (or concave down) po-
tential temperature profiles, where there is a more efficient
redistribution of heat and 2m temperatures increase with
increased wind speeds. Keeping the wind speed constant,
this nonlinear behavior can also occur for better mixed
boundary layer profiles when the mixing strength is de-
creased and the temperature inversion at the surface
increases greatly.

[100] The process diagrams indicate that some process
sensitivity lines can overlap, which implies that variations
due to these processes can compensate each other. This further
implies that errors in either process parameterization can
remain hidden by the parameterization of the other process,
keeping it unclear if the model is less physically realistic.
Unfortunately, the two overlapping processes are not the same
for various sets of variables. Hence, in order to proceed in
model development, processes should not be studied in
isolation. This requires coordination of many different types
of measurements which poses a challenge for observationalists.
[101] This study explored the relative significance of the

governing physical processes for a cooling Arctic SBL
compared to each other under different wind regimes.
Moreover, futurework is calling for observational confirmation
of the current work. In this way, we would know how to
improve the model. However, this study is for an idealized
set-up and we were unable to directly compare our model
results with observations.
[102] Overall, the representation of small-scale processes

in the Arctic SBL remains challenging. Although there is
not one single process absolutely governing the evolution
and structure of the SBL, we were able to indicate a shift
in their relative significance for changing wind regimes and
we confirmed the nonlinear behavior of turbulent mixing
regarding the temperatures close to the surface for frequently
occurring wind speeds. Therefore, in regimes with high wind
speeds we think it is worthwhile to focus on improving the
turbulent mixing schemes, while for low wind speed regimes
better investments can be made in land-surface and radiation
schemes. However, due to the nonlinearity effects that we
detected, choosing the amount turbulent mixing should be
done wisely, not only for proper forecasting of temperatures
close to the surface but also for the entire atmospheric profile
and hence transports aloft.
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