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Short summary: High latitudes present extreme ¢mmdi for the measurement and estimation of air—
sea fluxes, limiting understanding of related pbgbkprocesses and feedbacks that are important

elements of the Earth’s climate.

Abstract: Polar regions have great sensitivityltmate forcing; however, understanding of the
physical processes coupling the atmosphere andhacehese regions is relatively poor. Improving
our knowledge of high-latitude surface fluxes wafuire close collaboration among meteorologists,
oceanographers, ice physicists, and climatologistsbetween observationalists and modelers, as well
as new combinations of in situ measurements amdlisatemote sensing. This article describes the
deficiencies in our current state of knowledge alai+-sea surface fluxes in high latitudes, the
sensitivity of various high-latitude processesharges in surface fluxes and the scientific
requirements for surface fluxes at high latitud#s.inventory the reasons, both logistical and ptalsi
why existing flux products do not meet these rezgaents. Capturing an annual cycle in fluxes
requires that instruments function through longquts of cold polar darkness, often far from support
services, in situations subject to icing and exgemave conditions. Furthermore, frequent cloud cove
in high latitudes restricts the availability of &age and atmospheric data from visible and infrgHgdl
wavelength satellite sensors. Recommendationsrfpraving high-latitude fluxes include (1)
acquiring more in situ observations; (2) developmgroved satellite flux observing capabilities) (3

making observations and flux products more acckssnd (4) encouraging flux intercomparisons.

1. Introduction

High-latitude climate change can manifest itselagtonishing ways. Arctic sea ice extent at the
end of the melt season in September is declining atean rate of 12% per decade, with a record
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seasonal minimum in 2007 (Comiso et al. 2008)2061-02, the Larsen B Ice Shelf on the Antarctic
Peninsula collapsed in a matter of months (Rignale2004), and in 2008, the Wilkins Ice Shelf
collapsed equally quickly (Scambos et al. 2009ked heat content is rising rapidly in high-latéud
regions of both hemispheres (e.g., Gille 2002; Karcet al. 2003; Purkey and Johnson 2010). In a
broad sense, these observed changes are considfemrojections of anthropogenic climate change
reported in the Intergovernmental Panel on Clim@tenge (IPCC) 4 Assessment Report (AR4)
(Randall et al. 2007). A common element in higiitdde climate changes is a dependence on surface
fluxes, i.e., the exchange of heat, momentum, aaimnal between the ocean, atmosphere, and sea ice.

Surface fluxes at high latitudes reflect a broatyeaof processes, as depicted schematically in Fig.
1 (the basic concepts defining surface fluxes ardined in Sidebar #1.) Were the magnitude and
variations in these fluxes well known, they woutdyde enormous insights into aspects of the ciemat
system, including the evolution of sea ice masgjdimnal heat and salinity transport, and largeesca
variability within the climate system (e.g. the MNoAtlantic Oscillation, the Annular Modes, the
Pacific Decadal Oscillation, and even ENSO teleeations). However, the magnitude and variations
of surface fluxes at high latitudes are poorly knpweading to large uncertainties in the present
climate state at high latitudes (e.g., Dong eR@07; Cerovecki et al. 2011b; Vancoppenolle e2@1.1;
Kwok and Untersteiner 2011) and limiting our alilib validate climate models used to project
twenty-first-century climate (Christensen et al02p Improving our knowledge of high-latitude
surface fluxes will require close collaboration arganeteorologists, oceanographers, ice physicists,
and climatologists; new combinations of in situ sw@aments and satellite remote sensing (e.g.,
improvements upon Bourassa et al. 2010b); and cdloraction between observationalists and
modelers.

This article, an outcome of the US CLIVAR Workingddp on High Latitude Surface Fluxes

Workshop fttp://www.usclivar.org/hlat.php describes the scientific requirements for swgftiaxes at

high latitudes, which we define to include the Az@nd the Subarctic Ocean, and the Southern Ocean.
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We inventory the reasons, both logistical and ptalsiwhy existing flux products do not meet these
requirements. We conclude with suggestions forravipg high-latitude flux estimates. Our focus is

on ocean—-atmosphere fluxes and radiative fluxes bigh-latitude seas and sea ice. We do not
consider fluxes over land surfaces or freshwatete from land to ocean. The recent SWIPA (Snow,
Water, Ice, Permafrost of the Arctic) assessmentt{@&Monitoring and Assessment Programme, 2011,

http://www.amap.no/swipg/provides an up-to-date description of surface kteral fluxes and net

mass changes of the Greenland ice sheet, and addnegjuirements for measuring carbon fluxes over

tundra and terrestrial permafrost regions.

2. Unique Challenges and Desired Accuracies

High-latitude fluxes differ markedly from thosetemperate regions because of the presence of ice,
frequent high wind speeds (Fig. 2), low winter temgtures, both large and small seasonal temperature
ranges, and pronounced variability on local scglasgticularly along sea ice margins and leads gline
openings in the ice cover). As a result, physigadlerstanding gained in temperate regions is not
necessarily applicable to high latitudes. The Haghude environment also poses logistical chajks
Capturing an annual cycle in fluxes, for examplguires that instruments function through long
periods of cold polar darkness, often far from supgservices, in situations subject to icing and
extreme wave conditions. These logistical chaksngre reflected in a relative paucity of standard
surface and upper-air meteorological data and mostl complete absence of modred free-drifting
sensor systems in large areas of the polar ocparns;ularly those covered with seasonal or pewnni
ice. Frequent cloud cover in high latitudes rewdrithe availability of surface and atmospheric data

from visible and infrared (IR) wavelength satel@ensors. This lack of information reduces theigual

1 The first meteorological mooring in the South®wean was deployed in March 2010, at 140°E, 4By $he
Australian Integrated Marine Observing System (Tetibl. 2010). It measures wind, temperature, ity
atmospheric pressure, solar radiation, and pretipit but not turbulent fluxes. A second mooringttwas deployed in
the Agulhas Return Current at 30°E, 38.5°S in Ndvein2010, broke loose from its anchor after leas thweeks.
Similar difficulties occurred in the northern higgtitudes (Moore et al. 2008),
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of data assimilation products from numerical weagrediction (NWP) centers such as the European
Centre for Medium-Range Weather Forecasts (ECMWid)the National Centers for Environmental
Prediction (NCEP). More numerous and more accumaséu and satellite observations are required.

In view of the importance of high-latitude surfdliexes and the challenges in measuring them, it is
reasonable to ask what accuracy is needed forrelffeapplications. Sidebar #2 highlights a wide
range of applications that make use of surface fbservations. In Fig. 3, we summarize flux
accuracy requirements that have emerged from digms with researchers representing atmospheric
science, oceanography, and Arctic sea ice physidge consensus is that the shortcomings in high-
latitude observing systems and NWP are too greatldov for the determination of precise accuracy
requirements for most processes. The values showkig. 3 are therefore rough estimates to be
refined as observing systems and NWP systems iraprov

Climate processes occur on a suite of space arel daales with different accuracy requirements
and challenges (Fig. 3). For measurements of smaltale processes (<100km), such as those
governing a cold-air outbreak off the coast of Gtaed (see Fig. 4; Petersen and Renfrew 2009), in
situ observations of variables such as temperaaace wind speed are typically well sampled, and
observational error is dominated by random errdiswever, NWP products can have large errors on
these small scales because they cannot resolvé stald features (Fig. 4). For large-scale proegss
such as zonally averaged monthly fluxes (Fig. ®djvidual observations are averaged, which reduces
random errors by a factor of the square root ofriimmber of independent observations, meaning that
random errors have little impact. Instead erraoes dominated by biases in observations (which are
typically small compared to random uncertainty individual observations) or biases in
parameterizations. On the large scale, fluxes frliWWP are typically limited by biases in
parameterizations and related physical assumptidiigerefore, for the smaller scale processes it is
essential to have accurate individual observatanaodel representation, whereas larger scaleesudi

require low biases. Importantly, some processenaorespond linearly to the forcing; for such
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processes it is critically important to properlypmesent the distribution of fluxes. In current prots
these distributions differ enormously as demonstiéty the discrepancies in the median as wellas th

5" and 9%' percentiles of sensible and latent heat flux et shown in Fig. 5.

3. Improving the Accuracy of Fluxes

The specific shortcomings in high-latitude surfloges result from a number of distinct issues.reHe

we discuss problems stemming from flux parametgagas, observational errors, and sampling errors.

a. Flux Parameterizations

Some flux estimates fail in part because they ateutated using parameterizations that have nat bee
optimized for high-latitude conditions. Whereasface turbulent fluxes can be measured directh wit
specialized sensors placed on suitable platforres e ocean (e.g., Ho et al. 2007; Wanninkhot.et a
2009), most applications require estimates distethwver a broader range in space and time than can
be achieved with dedicated flux sensors. Thugctin situ flux observations are used to develugh a
tune indirect parameterizations, knownkagk flux algorithms which allow fluxes to be calculated
from more easily measured variables such as wirgds@nd sea surface temperature. Bulk flux
algorithms have been in use for decades (see Blapc 1985; Curry et al. 2004). Advances in
understanding the physical processes involvedrirs@a exchange and in observing technologies have
promoted steady improvements in the sophisticatinod accuracy of these algorithms. Bulk-flux
algorithms are also used in retrievals of turbulduntes from satellite observations (Bourassa et al
2010b). They have been used extensively to estith&teheat balance of the oceans from historic
weather observations from volunteer observing sfW&€RP 2000), and they form the basis for
describing the atmosphere—ocean boundary interectiovirtually all climate and NWP models.

There are two dominant sources of error in bulkoalgms: 1) the choice of the transfer

coefficient and 2) the accuracy of the routinelg@tyed variables used to compute the fluxes. Teans
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coefficients for momentum (Fig. 6a), sensible demd heat flux (Fig. 6b), and gas exchange (Fiy. 6¢
vary with wind speed, and coefficient estimatesvaer from different sources can differ dramatically
as the solid lines in Fig. 6 illustrate. The tf@nscoefficients are largely functions of wind sgee
(relative to the water surface) and air—sea temperalifferencesCp is also a function of sea state. A
problem in high latitudes is the relatively higlkdiihood of extreme conditions, for which bulk
algorithms are less reliably tuned. Regional biasésixes occur when some of these dependencees ar
approximated or ignored (e.g., Renfrew et al. 200250me cases, bulk parameterizations may simply
be introducing an unnecessary layer of complicaitiatme effort to determine surface fluxes. Actera

retrievals of stress ar_(see Table 1) would remove the problems associatidthe Cp dependence

on sea state (e.g., Fairall et al. 1996; Bouras¥#6)2 For example, since centimeter-scale radar
backscatter is more closely tied to stress thawitwl (Bourassa et al. 2010a), scatterometers can

probably be tuned to measure stress and hencemile¢en . Tuning stress retrievals and transfer

coefficients for highly atypical conditions, or aitions that are adverse to in situ sensors, véllab
challenge given the paucity of observations andirtifortance of physical processes that are not yet
well modeled in current parameterizations: for egkansea spray at very high wind speeds (Andreas et
al. 2008), rain (Weissman and Bourassa, 2011),mxeéd ice and water (Alam and Curry, 1997).
These conditions occur regularly in high latitudasd are linked to processes that are important to
climate.

Different challenges arise for estimating radiatfitexes, which include shortwave radiation
from the sun and longwave radiation emitted frome thicean surface and from the atmosphere.
Shortwave (solar) fluxes are commonly estimatednfreatellite observations using empirical,
statistical, and/or physically based methods (S¢hrh@89, 1991, 1993; Pinker et al. 1995; Whitlotk e
al. 1995; Wielicki et al. 1995). The downward dia@ve flux at the surface depends on the shortwave

flux at the top of the atmosphere and on the foactf this flux that is transmitted through the



170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

atmosphere. The transmittance depends on the ctmopoof the atmosphere (e.g., amount of water
vapor and ozone, optical thickness of cloud anadsmds), and on the distance the radiation travels
through the atmosphere (modified by the solar heaitgle and scattering). The upward shortwave
flux at the surface is then calculated by multiptythe surface downward flux by the surface albedo.
Uncertainties in the shortwave fluxes stem from Hubstantial uncertainties in the atmospheric
transmittance and surface albedo. Estimates dhtrael fluxes from different satellite-based protiuc
disagree strongly in polar regions (Fig. 7). Esties from the Surface Heat Budget of the Arctic
Ocean (SHEBA) project and from high-latitude buaoyd dand stations suggest that satellite-based
analysis provide downward shortwave radiative fante within ~10-40 W M of direct surface
observations (e.g. Perovich et al. 1999; Curryl.e2@02; Niu et al. 2010; Niu and Pinker 2011).isTh
uncertainty is too large for most climate applioas; however, much of this difference could be @ue
representativeness differences (i.e. due to comgaurface observations at one location in a very
inhomogeneous environment to satellite estimatesaged over larger spatial scales.)

Estimating longwave surface radiative fluxes fraateslites is also challenging. Downwelling long-
wave surface radiation is controlled by the veltmafiles of temperature, gaseous absorbers, sloud
and aerosols. In contrast to the tropics, at hagitudes the moisture content of the atmosphel@iis
As a result, the high-latitude atmosphere is sam#parent in some infrared bands that are normally
opaque (Turner and Mlawer 2010). An especially fdahle issue is that the longwave flux depends
strongly on the cloud-base height, which is noyetsdetectable from satellite, and quantities messu
by satellite are not directly correlated to dowrimgl radiation. Consequently, downwelling longwav
radiation is often estimated as a function of akbaimospheric temperature approximated by air
temperature at the ground and an estimated broddiamospheric emissivity For cloudless skies,
more than half the longwave flux received at theugd comes from emissions in the lowest 100 m

(Zhao et al. 1994), because the lowest atmosplagrers are relatively warmer than higher layers and
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intercept some of the radiation emitted by higlagels. Estimating the upward longwave flux is more
direct and simply calculated from surface tempeeatund emissivity of the surface.

Estimated downward longwave fluxes have been eteduagainst surface observations in a
number of land-based studies (e.g., Konig-Langld Aagstein 1994; Key et al. 1996; Guest 1998;
Makshtas et al. 1999) and are typically accuratel®-30 W n¥ at high latitudes (Perovich et al. 1999;
Nussbaumer and Pinker, 2011). For example, thenpegization of Konig-Langlo and Augstein
(1994) reproduced the observations with root-mepmae (RMS) differences of less than 16 W.m
Though these accuracies are reasonable, like thewstve flux accuracies, they are insufficient to
meet the requirements indicated in Fig. 3 for mapplications. For short time and small spatial
scales, the largest sources of uncertainty in tiadigdluxes are thought to stem from algorithm
implementation problems associated with issues @agldiurnal corrections and radiance-to-flux
conversions (Wielicki et al. 1995).

Radiative fluxes are also computed as an outputn fldWP reanalyses (sometimes in
combination with satellite data) or global climate@dels. Model-based approaches have the apparent
advantage of providing dynamically consistent feldth all relevant variables including cloud cover
and atmospheric aerosol concentrations. Howewade|lise-based approaches have generally proven
more successful than models that resolve scalgsrldinan 100 km. For example, Liu et al. (2005)
found that the surface downward shortwave radidtivees derived from satellites are more accurate
than those from the NCEP and ECMWF reanalysis degdsecause of better information on cloud
properties. Sorteberg et al. (2007) found that 28ecoupled models used in the IPCC Fourth
Assessment Report have large biases in surfacedfysarticularly over marginal ice zones. The
models significantly underestimate both downward apward longwave radiation in winter.

Different issues exist for precipitation fluxesat&8lite retrievals are of poor quality over cloudy
and snow- and ice-covered surfaces (e.g. GrubelLandzani, 2008; Sapiano, 2009), and it appears

that better estimates can be obtained from atmospheanalyses (Serreze et al. 2005) or from
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combinations of satellite plus reanalysis and/atieh data (Huffman et al. 1997; Xie and Arkin 1997
However, precipitation biases in reanalysis fiedds be very large (Serreze and Hurst 2000), in part
because of errors in radiative transfer parametgoizs, and in part because of model microphysics

and transport errors leading to incorrect inpuhtradiative transfer model.

b. Observation Errors

Even if flux parameterizations were perfect, onstil left with the problem of obtaining high-
guality observations. Observation error referertor characteristics of single observations. $éone
sensors these are serious concerns. For exangulge gerrors in measured precipitation for Arctic
stations can exceed 100% in winter (Yang, 1999nr ¢ther sensors, such as those that are well
maintained on ships and buoys, the observationdege®r input to bulk formulas have sufficiently
small random errors for many applications. Subg&thbiases can occur due to the lack of important
metadata for observations collected on ships, asctihe physical height of sensors, and whether the
anemometer at the time of observation is on thevde# or windward side of the ship Bradley and
Fairall, 2006). Polar conditions are also very hao® instruments, which can necessitate special
equipment or frequent maintenance.

Satellite observations vary in reliability. Scati@eter wind observations have consistent
accuracies for individual sensors but are not wétrcalibrated, particularly for high wind speeds
(Bourassa et al. 2010c). Unfortunately, availadatterometers do not fully resolve the tight geath
that occur along fronts and within strong extraitap cyclones, nor do they provide temporal
resolution needed to track rapidly evolving storivoreover, since the demise of QuikSCAT in
November 2009, researchers have relied more on AS®Aich is less affected by precipitation but

has a narrower swath than QuikSCAT, limiting thewiof large-scale storms. In addition, ASCAT is
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currently calibrated differently than QuikSCAT fb@-meter windspJo > 15ms". For extreme winds
found in strong mid-latitude cyclones these diffexecan exceed 10 rit @Bourassa et al. 2010c).

Satellites can be quite effective for observing sedace temperatures (SSTs). Microwave
sensors perform well through cloudy conditions, imfitared sensors, which are required to resolve
small-scale features, are thwarted by clouds, tiaguin little or no high-resolution data in perealty
cloudy regions, such as parts of the Southern Odaathermore, microwave satellite instruments are
ineffective closer to a shoreline or ice (areagreft interest) than their resolution. The new gginen
of SST products optimally blending in situ, microxg@a and infrared observations provide a way
forward (e.g., Donlon et al. 2007). New satellieservations are improving estimates of surface
albedo and aerosols (e.g., Schaaf et al. 2002; Reial. 2005; Kahn et al. 2005), although the
dominant error source still stems from calibratimtertainties in satellite instruments. There ag/v
large differences between estimates from NWP, Igatel and in situ products (Smith et al. 2010).
Recent techniques for retrieving air temperature lumidity (Jackson et al. 2006, 2009; Jackson and
Wick 2010; Roberts et al. 2010; Dong et al. 201®)enyielded improved estimates over a wider range
of conditions. These retrievals have noise thaildly worse than in situ observations; howeveeyth
have substantial biases over the very cold watgrdharacterizes high latitudes. The impact oféhes
improvements on turbulent fluxes remains to berdsteed (Bourassa et al. 2010b).

Some studies make use of NWP estimates of SStEraperature, humidity, and other variables
to obtain surface fluxes. These estimates typidadlve large regional biases (Smith et al. 2010).
When the NWP parameterizations are implementedupled climate models, biases in the input to
bulk flux parameterizations can introduce largeoesr in the fluxes and feedbacks in the coupled
systems. Transfer coefficients in climate modelsehheen modified to account for these biases.
However, this type of tuning means that any modeésghonse to changes in wind, temperature, and

humidity is likely inaccurate, which is a seriouslplem in high latitudes, where several key climate
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processes (including ocean uptake of heat and watess transformation) are sensitive to the
magnitude of energy fluxes and to the directiot@ss.

Ultimately, improved observations of air—sea terapge differences and measurements of
stress will improve the accuracy of €@ux retrievals from satellites. The largest s@asof error in
CO;, fluxes are insufficient sampling of the highly sdale winds in polar latitudes, large changes in
pCQO, across the air-sea interface in areas of diffebrgogical activity (Martz et al. 2009), and
indirect methods of regionally estimating ocear@p from satellite observations. These atmospheric
and aqueous pC{estimates require ongoing validation from spatsseovations collected by research
vessels. Satellites currently lack the ability teasure atmospheric pG@ith sufficient accuracy at
the desired resolution; however, lidar (Wilson &t 2007) and the Atmospheric Infrared Sounder
(AIRS, Engelen et al., 2004; Engelen and McNal@0Z, Engelen and Stephens, 2004; Strow and
Hannon, 2009) show promise for the future.

For radiative fluxes, observational errors are kirty important. Shi and Long (2004)
discussed accuracy limits of ground observatio®ouds are major modulators of the shortwave
radiation budgets; however, information on theiygbal properties and vertical structure is notrga
available, particularly in polar regions, in parce ice or snow and low clouds are difficult to
distinguish in satellite data. Since, satellites eritical for obtaining estimates of radiativeidés,
particularly for long time scales and large spacales, one important step forward is to compare
satellite-based downward surface flux estimatesghagground measurements. At most latitude ranges,
globally distributed ground measurements have inguicover the last 12 years with the advent of the
GEWEX Baseline Surface Radiation Network (Ohmural.et998; Michalsky et al. 1999), with recent
studies reporting agreement within 10 Wran a monthly time scale (e.g., Charlock and Alnet©96;

Stackhouse et al. 2004). A similar high-latitueéd¢work is needed.

12



292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

c. Sampling Errors

The third major challenge for obtaining quality fage fluxes is sampling errors. This refers to
error characteristics associated with under-samgphiatural variability. Important cases of under-
sampling also occur when observations are madeitcamally, e.g., only in clear or non-precipitating
conditions. Under-sampling can result in large aod-Gaussian errors (Gulev et al. 2007a, b) and
spatial/temporal inhomogeneity in error charactessgSchlax et al. 2001). Furthermore, scales lemal
than the scale of the observation network will @lento the larger scales that are resolved. High-
latitude sampling errors are large because thers@few observations, and there are large changes
variables over relatively small times and distandessitu radiative flux data for high latitudesnce
from land-based radiometer measurements, and takxvely few in situ observations of shortwave
or longwave radiative fluxes over high-latitude ace. Flux moorings have not been deployed
routinely in any high-latitude region. In situ ecedata that are available have hence been limited
largely to collections from ships. In regions wittajor shipping routes, volunteer observing ships
(VOS) now provide enough data to calculate surkergy fluxes, although monthly averages still
have large errors (Berry and Kent, 2011). Howeseuth of 30S and poleward of 30 there are few
ship observations, coupled with large natural \mlity, which results in very poor matches between
VOS products and satellite products (e.g., Risieth @helton 2008). For studies of the upper-ocean
heat content, profiling Argo floats have been arbodiowever, Argo’s target of sampling at 10-day
temporal resolution and 3patial resolution precludes resolving detailspdtial and temporal surface
flux variations. High-inclination polar orbitingatellites have relatively good sampling in polar
regions; however, the natural variability of winded clouds is also quite large, resulting in large
sampling errors. Further, since cloud amount gpd ts tied to synoptic weather patterns, IR sensor

provide only a conditional sampling of meteorol@giconditions.
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In some cases relevant data, particularly thosectafig radiative fluxes, are simply not part of the
observational data stream. The high albedo of saow ice, together with the cold and fairly dry
atmosphere, results in a surface net radiatiorcitiééir most months. Cloud cover typically reduces
the radiation deficit (Pietroni et al. 2008) by atisng upward longwave radiation and reemitting som
of it back toward the surface. Thus, Pietroni let(2008) concluded that differences in longwave
radiation distributions between two Antarctic sjtese near the coast and one in the interior, were
strongly related to differences in cloud cover. Wlaelated scattering of shortwave radiation i® als
unusually important in this region. However, theam@cteristics of clouds and aerosols in polar
regions, and in particular their small-scale vasiatdepending on surface type, are poorly known and
not routinely measured (Lubin and Vogelmann 2006).

Sampling problems are compounded by the fact thixe$ at high latitudes vary over shorter
spatiotemporal scales than fluxes at lower latisud€or surface turbulent fluxes, length-scales tve
high-latitude open ocean are determined by thé i@soclinic Rossby radius, which can be 20 km or
less (Chelton et al., 1998) and time scales cagerfnmom a couple of days to < 6 hours (e.g. Coneéton
al., 2008; Jiang et al., 2011), because high-i@itstorms evolve quickly. Physics at meter to
kilometer scales also matters: breaking waves dnteeaps are of first order importance in produtctio
of sea spray (Andreas and Monahan, 2000; Andredi€ammanuel, 2001; Lewis and Schwartz, 2004;
Fairall et al., 2009 ), in gas transfer (e.g., Vfo@005), and of some importance in wind-stress
relationships (e.g, Mueller and Veron, 2009).

Precipitation is notoriously difficult to determind-or example, Serreze et al. (2005) estimate that
at a coarse grid cell resolution of 175 km, obtagnan accurate assessment of the monthly grid cell
precipitation requires typically 3-5 stations witlihe cell, and more in topographically complexaare
However, for the Arctic terrestrial drainage, o3i§% of the 175-km grid cells contain even a single
station. The situation is much worse over Antagtithe Southern Ocean, and the Arctic Ocean.

Sampling from satellites can have large errors hesé regions because time intervals between
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observations are in many cases too large comparddet variability associated with storm systems.
TRMM, the dedicated precipitation mission, does meaich high latitudes, and other satellite products
show anomalously high variability poleward of°3atitude and in ice-covered areas (Sapiano, 2009).
Furthermore, satellite observations with large oiots have insufficient spatial resolution to eapt

the spatial variability found in this typically inlnogeneous environment. Because of the nonlinear
response to precipitation, microwave-only precipta retrievals are prone to the so-called beam-
filling problem (North and Polyak 1996): the satellfootprint or beam is not uniformly filled by
precipitation.

Ultimately, it is anticipated that NWP products lwftner resolution and improved assimilation will
help resolve the sampling problem. The higher regni fields released by ECMWF and other NWP
producers in support of the Year of Tropical Corierc(e.g. Waliser and Moncrieff 2008) are a first
effort at this. However, routine, high-resolutibiiVP reanalyses with sufficient accuracy appeareto b
decades in the future and will require consideratg@eelopment of the basic flux physics (or flux
parameterizations) embedded in the model. We reardnthe further development of high-latitude
reanalysis products, including the improvementloxk fparameterizations, to address many of these
difficulties. However, we note that efforts to adea reanalyses and improve parameterizations are

likely to require better data.

4. Summary: Key needs

Obtaining improved estimates of high-latitude scefdluxes will require a multifaceted effort.
Coordinated sets of targeted observations are deedefine flux parameterizations for high-latieud
conditions and to provide calibration and validatata. Given the difficult working conditions at
high latitudes and the vast region involved, s@slland numerical weather prediction models will

necessarily play a key role. This situation wikelly require a multinational array of satellitesid@ed
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to provide good temporal and spatial sampling, fadye selected instrumentation, and improved
retrieval techniques aimed at minimizing errorstress, air temperature, humidity, and cloud aéroso
properties.

Our recommendation is for the development of amaggpd high-latitude observational network
that is sustained and optimized to improve physmalameterizations. New Arctic and Antarctic
reanalyses should be pursued, with goals of rejidiata retrieval algorithms and assessing different
models for boundary layers and fluxes in the presef ice. Improving surface flux estimates in high
latitude regions will require broad community invement. Planning documents generated for
International Polar Year (IPY) and post-IPY actesthave begun to articulate priorities (e.g., Bak
2006; Rintoul et al. 2010). Some key ideas forronpg fluxes emerged from discussions at a March
2010 workshop jointly organized by SeaFlux and W& CLIVAR Working Group on High Latitude
Surface Fluxes (summarized in sidebar #3). Asl@weup to the workshop and other post-IPY
discussion, it is critical that the community conie to seek consensus for plans to improve high-

latitude surface fluxes.
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Sidebar 1: Primer: What is an air—sea flux?

Air—sea fluxes represent the exchange of energy raaterial between the ocean and lower
atmosphere (Curry et al. 2004). They include teefluxes of momentum (stress) from wind, energy
(downward and reflected shortwave radiation, downvwand emitted longwave radiation, latent heat
flux, and sensible heat flux), and mass (Fig. Wass fluxes encompass a broad number of variables
including moisture (precipitation and depositiomagoration or sublimation, and runoff or ice melt)
and gases (e.g., Gxas well as atmospheric aerosols (solid or ligpadicles), which can, for example,
supply salt to the atmosphere, provide chloring thaa contribute to ozone depletion, or deliveniro
rich dust derived on land to the ocean, spurrimdpigical growth.

Wind stress, sensible and latent heat fluxes, gabamge, and evaporation are classified as
turbulent fluxes. These fluxes depend on nonlinearvarying terms, meaning that errors in
representing small-scale features can transladesighificant errors even in large-scale averagadd.
Depending upon the space and time scales beingtigated (Fig. 3), these fluxes could be averaged
over a wide range of surface and meteorologicatitimms. Turbulent fluxes on the time scales of
intense storms (roughly one day) can be very laigmpared to long-term averages. Although
turbulent fluxes can be measured directly, theytgpeeally parameterized (see Table 1) (e.g., Cetry
al. 2004). At high latitudes, low-level winds cha enhanced by orography and reduced friction over
some types of ice, leading to intense katabatidsviand low-level orographic jets, and consequently
strong air-sea momentum exchange along coastli@psnings in the ice (i.e. leads and polynyas) can
lead to small-scale variations in air—sea turbulezdt fluxes, with strong heat exchange in operemwat
(Fig. 1). Small-scale ocean currents and eddiesats®» modify turbulent heat fluxes.

Radiative fluxes at the surface include downwellamgl upwelling (reflected) shortwave radiation
(originating from the sun) as well as downwellingdaupwelling longwave radiation (emitted by the

atmosphere and the surface, respectively.) Radidluxes exhibit unique characteristics at high-
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latitude regions. For the downwelling shortwaves thajor modulators at high latitudes are the low
solar angle and the polar night; the surface alltbédb determines the reflected part varies strongly
between ice, snow, and water, and this is furtleenplicated by the surface variability during melt
periods and by dust and carbonaceous aerosol deposDownwelling longwave radiation is
controlled largely by cloud cover, which is highhagh latitudes, and by water vapor concentration,
which is small at high latitudes. The upwelling dewwave radiation depends on surface temperature,
which differs widely between the ice and the opettewbodies and is not well known in areas with ice
Furthermore, small changes in shortwave reflegtiatd long-wave emissivity can alter the energy
budget sufficiently to cause substantial growthnaalting of ice. All the radiative fluxes vary with
cloud cover and aerosol content, which in turn dapend on a number of regional factors such as
blowing snow and ice sublimation.

Net freshwater fluxes into the ocean are determmmethe oceanic salinity flux, runoff (including
melting land ice). precipitation (P, which includesn and snow), and evaporation (E) , the latigr t
often viewed in the combined term of net preciptator P-E. The salinity flux is also proportional
to “P-E” since salinity is the dilution of (conserved)tday (non-conserved) freshwater. An important
factor for ocean freshwater and salinity balancesegions with sea ice is the fractionation of wate
and salt in a process called brine rejection: seasi greatly depleted in salt, and most of theesakrs
the underlying seawater, where it increases theaea density. When the sea ice melts, the regulti
seawater is significantly freshened and hence dightWhen sea ice, which can be thought of as
seawater of very low salinity, is transported frome region to another, an advective freshwater (and
salinity) flux between the regions arises. Ice dmohe formation are modulated locally by the
intermixed areas of open water, organic slicks, remy existing bare ice, snow-covered ice, and melt

ponds; these interact with overlying regions oféhdaw cloud, and clear sky, and are also affebted
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sunlight reflection and gaseous deposition (e.ymercury). Subtle changes in heat or momentum

fluxes cause, and respond to, rapid water phasegeha

Table 1. Bulk formulas used to parameterize tebuheat fluxes. The equations rely on differences
between variables measured at known heights (gneters) above the ocean surface (&g),and

those measured at the surface (&Jg., Terms include the friction velocity, , which is a complicated

function of the wind shealJgo — Us), waves, and the atmospheric stratification; amsity (0); and
air—sea differences in temperatufeo(- Ts), humidity @10 — 0s), Or gas concentratiai®s aq — Gio/H).

Here g, andq, are scaling parameters analogousd®, is the specific heat of air, is the latent heat

of vaporization, andl is the Henry's law constant. The transfer coedfits Cp, Cy, Cg, Cg), for
momentum, specific heat, latent heat, and gas exghaespectively, account for differences in scale

and can include additional dependence on varighiljt, and atmospheric stability

Momentum (wind stress) T =pu Ju|=pCo(Un=- Uy |Uio— Us)|
Sensible heat flux Qs = 0G0 Ju|=pCyCh(Tio—Ts) [(Uro— Us)|
Evaporation E =-0q lu|=pCe(0o—0as) [Uwo— Us)|

Latent heat flux Q =-pobLq u|=L/E

Air-sea gas exchange Fe = Cg (Gs,aqG1o/H) |(U10— Us)|

Sidebar 2: Examples: Surfaces Fluxes From a ClimatResearch Perspective

Surface flux products are widely used in the fiedleceanography, glaciology, sea ice dynamics, and
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atmospheric dynamics. Science questions addrasssttales from hours to decades, resulting in a

diversity in related accuracy requirements. Heegwovide a few examples.

a. From along-term climate change per spective

Over the last few decades a number of aspectsdilittnate system have changed substantially. In
the ocean, observed long-term warming trends fré8842003 can be explained by a mean ocean heat
gain of just 0.86 + 0.12 W f(Hansen et al. 2005). For sea ice, a 1 Wflux imbalance equates to a
10-cm ice melt in a year, which represents a diganit fraction of the ice budget. Basin-scale cjesn
in ocean salinity associated with global changeesmpond to small changes in air—sea freshwater flux
on the order of 0.05 psu/decade (Boyer et al. 260B¢entrated in the top 200 m. This is equivaient
a change in liquid P-E of 3 cm¥r Similarly, North Atlantic freshwater flux anones sufficient to
slow deep convection (Curry and Mauritzen 2005)veefrom river runoff and ice melt, and are
equivalent to P-E of almost 1 cm™yover the area of the Arctic and North Atlantic.€8k climate
change signals of O (1 W for heat and O (1 cm V) for freshwater are far below any currently
estimated observational accuracy globally or inapoegions, even in averaged estimates computed
from many independent samples. Hence, long-terrmgg® in these fluxes are more effectively
diagnosed by observing the ocean temperature alimitysachanges as integrators of heat and
freshwater fluxes (e.g., Hansen et al. 2005; Leviual. 2005; Boyer et al. 2005, 2007; Domingees
al. 2007; Wunsch et al. 2007; Hosoda et al. 206itus et al. 2009; Durack and Wijffels, 2010).
Capabilities of current observing systems should @ a deterrent to efforts at improvement;
significant scientific gains could be made if thecertainty in heat and freshwater flux estimates (a
crudely estimated by the spread in modern prodwcishd be improved by an order of magnitude and

if available products were consistently releaseith Wigh-quality uncertainty and bias information.
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472 b. From an ocean circulation perspective

473 The ocean circulation is driven primarily by winttess curl patterns that deform sea level and
474  thermocline fields, and by heat and moisture fluked alter water density. Since the curl pattenres
475 caused in large part by zonal and meridional viaratin the wind direction (e.g., easterly tradeghie
476 tropics, westerly jet stream at midlatitudes), frttme ocean circulation perspective it is necessary
477 resolve not only the wind stress magnitude, bui @tsdirection. Water density and hence circolati
478 are also modified by ventilation of the mixed lagl@ough air—sea heat and freshwater fluxes. Alfter
479 water mass is subducted into the interior oceamn,properties remain relatively unchanged as it
480 circulates through the global ocean. The hightd#@tocean surface formation of ocean bottom water i
481 a critical component of the global ocean circulatié\t high latitudes, surface cooling producespaee
482 mixing and ventilation. Salinity becomes a majactbr controlling density where temperatures
483 approach the freezing point. Thus, analysis ohégitude ocean processes depends on accurate
484 surface heat and freshwater fluxes, including fregbr fluxes linked to ice formation, export, and
485 melt. For example, buoyancy gain by excess pratiph and buoyancy loss by ocean heat loss are
486 apparently of comparable importance in estimatingpa®tarctic Mode Water formation, which
487 dominates the upper ocean just north of the Antateircumpolar Current (Cerovecki et al. 2011b).
488 Calculation of surface water mass transformatiaiesrgrom air—sea fluxes requires accurate and
489 unbiased fluxes. Using the best available datalymis, Dong et al. (2007) found that the zonally
490 averaged imbalance can be 50 W,rand locally, the upper-ocean heat balance cas hawot-mean-
491 squared (RMS) misfit of more than 200 Wrat any given location, and 130 W?rm a global RMS-
492 averaged sense. Such large errors make it difficudiscern the details of the upper-ocean heaage
493 and meridional overturning circulation. If RMS @s could be reduced to 10 W?nfor weekly to

494 monthly time scales, the situation would clearlypiove. Achieving such accuracy requires much
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better sampling and a reduction in biases: stromgewstorms account for much of the evaporation

(outside of western boundary currents; Scott 2011).

c. From an atmospheric circulation perspective

Winter land-surface flux anomalies can drive a gstetionary wave response that might reinforce
or attenuate climatological stationary waves pragpiag into the stratosphere, resulting in either a
negative or positive tropospheric annular mode aese (e.g., Smith et al 2011). When considering
high-latitude surface fluxes due to opening or iclg®f sea-ice cover in particular, studies havaigh
that certain “hotspots” for turbulent heat flux amaies exhibit significant feedback between
atmospheric circulation patterns and modes of lditya of sea ice. In the Northern Hemisphere, the
Barents Sea is such a location for the North Aita@scillation (e.g., Strong et al 2009), the Bgripea
for the West Pacific pattern (e.g., Matthewman Btadjnusdottir 2011a). In the Southern Hemisphere,
no single pattern dominates in atmospheric vaitglahd its interaction with sea-ice anomaliesheat
a superposition of the Pacific South America pateend a quasi-stationary zonal wave train dominate
in interacting with sea ice anomalies (e.g., Yuad hi 2008, Matthewman and Magnusdottir 2011b).
Turbulent energy fluxes resulting from the openiipgof previously ice-covered areas of the Arctie ar
especially large in boreal winter, averaging O(B0-W m?) (Alam and Curry 1997). The
understanding, detection, and modeling of thesdbi@eks would be improved if heat fluxes were
accurate to 10 W fhat 5-10-km spatial resolution and hourly time heson. This would require
much more frequent sampling from satellites, inseglaaccuracy in mean values, and reduced random

errors.

d. From a sea ice mass balance per spective

Arctic sea ice is a highly visible indicator of olate change. The range in recent and projected
future ice extent and volume from different modelsains large, reflected in the surface energyeffux

simulated both for the observational era and fdurki scenarios. Models are sensitive to small
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perturbations in sea ice albedo (Bitz et al. 2086} intermodel scatter in absorbed solar radiatdae
in part to differences in the surface albedo sitmnta is a particular concern (Holland et al. 20K0)—
sea heat fluxes can also play a role in determirgaghickness: Perovich et al. (2008) showed that
solar heating of open water in leads warms the uppean sufficiently to erode Arctic sea ice mass
from below. Ultimately, reduced ice thicknesseedfeéback on ocean—atmosphere processes by
changing the albedo (Brandt et al 2005) as wethasonductive and turbulent heat fluxes and enhitte
(upward) surface longwave radiation through the ice

The formation and presence of ice provokes a staptibn change in radiative, heat, momentum,
and gas fluxes (e.g., Fig. 4). Ice formation aeduanulation processes, which can include snow
refreezing (common in the Antarctic) and verticagration of frazil ice and dissolution, erosiondan
break-up processes, remain highly complicated. s@pgocesses can occur on length scales too small
to be detected remotely or modeled explicitly watrrent technology. As stable multiyear ice

declines, annual ice processes and extent will dataiair—sea interaction and high-latitude fluxes.

Sidebar 3: Recommendations for Improving High-Latiude Fluxes

The myriad problems identified with high-latituderface fluxes call for concerted efforts to idepntif
pathways toward improvement. With this is miney S CLIVAR Working Group on High Latitude
Surface Fluxes and the SeaFlux program togethanagd a workshop in Boulder, Colorado, 17-19
March 2010 (Bourassa et al. 2010b; Gille et al.®0I'he workshop attracted approximately 70
participants and included time for open discussibout priority strategies for improving flux

estimates. The issues summarized here repregaecs for which community consensus seems clear.

1. Acquire more in situ observationsl'he dearth of observations in both high-wind opeaan

regimes and ice-covered regimes means that altiaddl flux-relevant data are desirable. This
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543 includes standard meteorological data needed tgutarfluxes from bulk parameterizations

544 (e.g., from the Shipboard Automated Meteorolog@atli Oceanographic Systems (SAMOS)
545 program) as well as direct flux observations. Awwek of moorings (such as the Southern
546 Ocean Flux Station, deployed southwest of TasmigmMarch 2010 as part of the Australian
547 Integrated Marine Observing System; Trull et al1@0would be desirable for capturing year-
548 round meteorological variability at fixed positionsHaving large numbers of independent
549 samples is particularly important to reduce unaetitss in spatially and temporally averaged
550 flux estimates and in tuning satellite observatiorSiven the pitfalls associated with bulk
551 parameterizations, direct measurements of fluxesksio important. These are more likely to be
552 achieved from semiautonomous instrumentation thathe placed on board research vessels,
553 either during limited-duration process studies lsas GasEx) or as part of routine observations
554 from research vessels operating in high latitugésch would allow light maintenance of the
555 instrumentation (such as the US NSF-sponsored éiitaressels or a NOAA-sponsored Arctic
556 ship). Aircraft observations are also importamrtigularly in marginal ice zones, though some
557 aircraft have had difficulties operating at low\a&gons in icy regimes; ultimately, unmanned
558 aerial vehicles (UAVs) may have a role in acquinmegr surface atmospheric measurements.
559

560 Limited-duration process studies play an importate both in increasing the general inventory
561 of observations and also, more importantly, in imgjgo improve our understanding of physical
562 processes that govern fluxes. There is strong aamtgnconsensus for an updated version of
563 the Surface Heat Budget of the Arctic Ocean (SHEBw)ject and also for an Antarctic analog
564 to SHEBA aimed at capturing differences betweertiéigand Antarctic sea ice zones

565

566 2. Develop improved satellite flux observing capailgit Important as in situ measurements are,
567 ultimately the adverse conditions of high-latitumt®eans, the vast size of the regions that need
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to be observed, and the small spatial/temporaésazithe variability mean that we will need to
rely on satellite data to obtain a complete pictofr@ir—sea fluxes. Satellite sensors are now
able to measure most of the relevant variables sotne degree of accuracy, including ocean
wind or wind stress (scatterometry), sea surfacmpézature (infrared or microwave
radiometers), and near surface air temperaturehanddity (atmospheric profiles such as the
Advanced Microwave Sounding Unit, AMSU, and the Aspheric Infrared Sounder, AIRS).
The next stages underway are focused on develogipgoved retrieval algorithms that push
the limits of flux measurement capabilities fromstixig instruments. Ultimately, there is broad
interest in developing a coordinated system ofllgatenstruments for heat and momentum
fluxes. These could fly either on board a singiéekite or on multiple satellites flying in
formation as a “Flux-Train,” analogous to the cuatrseries of atmospheric satellites known as
the A-Train. For time scales typical of the synomtcale in the atmosphere, an accuracy of 5
Wm?in net energy fluxes is considered a desirableeiithallenging, target for the combined
satellite and in situ observing system. Additiopialiminary work will need to be completed to

determine the extent to which this is possible witlrent satellite technology.

. Make observations and flux products more accessiblong with the need for more

observations of high-latitude fluxes comes a parakked to improve access to observations and
the flux products derived from them (such as NW&nhatyses). This involves a number of
issues that will benefit a broad range of user comtres. Workshop participants noted that
data users sometimes select flux-related data ptegwimarily on the basis of the time period
covered, the specific variables available, or etlem convenience of finding data, without
considering the appropriateness of the dataset fparticular application. To address these
existing difficulties, first, flux-related data reeéo be easy to find. Although high-latitude data

are sparse, meteorological sensors have beenaastad the Antarctic support vessels in recent

25



593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

years, and a number of recent programs have cetlembservations in adverse high-latitude
conditions. Flux-related measurements from figlogpams, ships of opportunity, and satellites
need to be archived. Data collectors and prodegtldpers are encouraged to provide their
data to centers, where users can easily identifg aross-compare a wide range of
measurements and/or flux products that may be aatefor their work. More importantly, data

providers and data centers need to release flexast data along with a full set of metadata

explaining the origins of the data and the inhetardertainties.

. Encourage flux intercomparisonUsers of flux products often struggle to sekedingle flux

product from among the plethora of options deriusthg different methods, all with different
strengths and deficiencies. Given the lack ofrcmanmunity consensus about how best to
determine fluxes, a better approach is to inter@amamultiple products (e.g., Dong et al. 2007,
Cerovecki et al. 2011a). Data providers in paldicuecommended that users take time to
evaluate multiple flux products and to consider thiee a particular flux product is suited for
various applications. In a multiproduct approatie variability among different products can
serve as a crude measure of the robustness ofsiedhile workshop participants suggested
that a multiproduct approach is nearly always appate, they were also enthusiastic about
establishing an organized effort to coordinate fugduct intercomparisons and synthesize the
results. For example, one suggestion was to dp\ekpecific set of metrics (e.g., determining
the resolution of products, biases, and uncertghtand techniques (e.g., power density
spectra) for evaluating flux data products thatlddoe disseminated along with the data
themselves. A step beyond establishing metricsldiarevaluation would be a global effort to
improve surface flux estimates analogous to therefif the Group for High-Resolution Sea

Surface Temperature (GHRSST).
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Figure Captions

Figure 1. Schematic of surface fluxes and related processehidgh latitudes. Radiative fluxes are
both shortwave (SW) and longwave (LW). Surface ulebt fluxes are stress, sensible heat (SHF), and
latent heat (LHF). Ocean surface moisture fluxes @ecipitation and evaporation (proportional to
LHF). Processes specific to high-latitude regiro@s modify fluxes. These include strong katabatic
winds, effects due to ice cover and small-scalenopatches of water associated with leads and
polynyas, air-sea temperature differences that earthe scale of eddies and fronts (i.e., on tlaéesaf

the oceanic Rossby radius, which can be short git ktitudes), and enhanced fresh water input

associated with blowing snow.

Figure 2. Frequency of winds exceeding 25m/s for the QuikS@#Eervations from July 1999
through June 2009, based on Remote Sensing Sys@r2801 algorithm. Statistics are computed by
averaging vector winds from the original satellgath measurements into 0226y 0.25 bins.
Northern Hemisphere extreme winds are associated twpography (e.g. around Greenland, see
Renfrew et al. 2008) and western boundary currantsoccur in boreal winter; Southern Hemisphere
events are more widespread and occur year aroundations with less than approximately 51% of

possible observations are plotted as white, theeglojuding some regions with too much seasonal ice.

Figure 3. Spatial and temporal scales for high-latitude pseses and the recommended accuracy of
related surface fluxes. These accuracies are @&stsrfrom a wide range of scientists working on
related processes. The accuracy requirements flieiidito determine or validate, as the modelimgla
observational errors, as well as the validity afuassptions, in current estimates are not sufficiewe

understood to quantify requirements.
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Figure 4. Boundary-layer observations of a cold-air outbretikhe east coast of Greenland during an
instrumented aircraft flight on 5 March 2007, atuaction of distance from the coast. Panels show
(top) 2-m temperature (red) and sea surface termyergblue); (middle) 10-meter wind speed; and
(bottom) surface sensible (red) and latent (bluegtluxes calculated using the eddy covariance
method (taken from Petersen and Renfrew 2009) &metion of distance. The observations are
averaged into 12-km runs (circles). Interpolatetimeges from ECMWEF operational analyses (solid
line) and the much coarser resolution NCEP globahalyses (dashed line) are also plotted. The plots
show a rapid warming from over the sea ice zon8@(«m) off shore and a jump in wind speed and

observed heat fluxes across the ice edge.

Figure 5. Comparison of oceanic sensible (top) and |gteottom) heat fluxes from readily available
products: NCEP2 (blue), JMA (green), ERA40 (purplEREMER (red), and HOAPS (cyan). Each
box shows zonally averaged (0 through 360 degrees}hly fluxes for the 8, 25", 53", 75", or 98"
percentiles. The period for comparison (for whitthpeoducts are available) is March 1992 through
December 2000. Clearly there are very large diffees in the distribution of fluxes. Note that the
range of fluxesx-axis) is not constant, with the range for th& @8rcentile being about 4 times the
range for the 8 percentile. Furthermore, there is a great destgibnal surface flux variability in all
high-latitude seas: product differences are greatesmaller spatial and temporal scales. Detaidsiab
the data, parameterizations and assumptions usksl/&dop these products are given in Smith et al.

(2010).

Figure 6. The 10-m neutral turbulent transfer coefficie(@gion Ceion Chion) and the C@transfer

velocity Keso = Cs  |(Uip - Ug)|) as a function of 10-m neutral wind speed franea surface-based
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observations: drag coefficient (top), heat transkeefficients (middle), and CQransfer coefficient
(bottom). A percentage error in the transfer doeit results in a similar percentage error infibe:
differences in parameterizations are greatestvatlod high wind speeds. The black line is the naan
the data sets; the error bars are statistical astsnof the uncertainty in the mean. The
parameterizations shown in the top two panels ®ARE algorithm (red), NCEP reanalysis (green),
ECMWEF (blue), Large and Yeager (magenta). Symbaistiee upper two panels are circle — U.
Connecticut (FLIP, Martha’s Vineyard Observatonydanoored buoys), diamond — U. Miami (ASIS
spar buoy), and square — NOAA/ESRL (ships). Tretgasfer coefficient parameterizations shown in
the bottom panel are— McGillis et al. 2001 (blushgal line), NOAA/COARECO2 (ed dashed line).
CO, panel symbols are circle — GASEX98, square — GAGEXliamond — GASEXO08 (data courtesy J.

Edson, W. McGillis).

Figure 7. Comparison of the zonal mean downwelling shortwiawe products averaged for two July
months (2003 and 2004) from four products: CERE®(j¢ki et al., 1996); ISCCP-FD (Zhang et al.,
2004); UMD/V3.3.3: and MODIS (Wang and Pinker, 2D0%ote the relatively large disagreement in

the Northern Hemisphere and particularly the Artatdudes.
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Figures

Figure 1. Schematic of surface fluxes and related processehigh latitudes. Radiative fluxes are
both shortwave (SW) and longwave (LW). Surface uiebt fluxes are stress, sensible heat (SHF) and
latent heat (LHF). Ocean surface moisture fluxes @ecipitation and evaporation (proportional to
LHF). Processes specific to high-latitude regiroas modify fluxes. These include strong katabatic
winds, effects due to ice cover and small-scalenopatches of water associated with leads and
polynyas, air-sea temperature differences that @arthe scale of eddies and fronts (i.e., on tléesuf

the oceanic Rossby radius, which can be short git Htitudes), and enhanced fresh water input

associated with blowing snow.
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Figure 2. Frequency of winds exceeding 25 m/s for the QuikB@Aservations from July 1999
through June 2009, based on Remote Sensing Syd@r®801 algorithm. Statistics are computed by
averaging vector winds from the original satellg@ath measurements into 0°2by 0.25 bins.
Northern Hemisphere extreme winds are associated twpography (e.g. around Greenland, see
Renfrew et al. 2008) and western boundary currantsoccur in boreal winter; Southern Hemisphere
events are more wide spread and occur year arouadations with less than approximately 51% of

possible observations are plotted as white, theealoiuding some regions with too much seasonal ice.
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1009 understood to quantify requirements.
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Figure 4. Boundary-layer observations of a cold-air outkrefi the east coast of Greenland during an
instrumented aircraft flight on 5 March 2007, atuaction of distance from the coast. Panels show
(top) 2-m temperature (red) and sea-surface ternpergblue); (middle) 10-meter wind speed; and
(bottom) surface sensible (red) and latent (blueatluxes calculated using the eddy covariance
method (taken from Petersen and Renfrew 2009) aAmetion of distance. The observations are
averaged into 12-km runs (circles). Interpolatetimeges from ECMWEF operational analyses (solid
line) and the much coarser resolution NCEP globahalyses (dashed line) are also plotted. The plot
show a rapid warming from over the sea ice zon80(@m) off shore and a jump in wind speed and

observed heat fluxes across the ice edge.
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Figure 5. Comparison of oceanic sensible (top) and lafeottom) heat fluxes from readily available
products: NCEP2 (blue), JMA (green), ERA40 (purpleREMER (red), and HOAPS (cyan). Each
box shows zonally averaged (0 through 360 degmesithly fluxes for the 8, 25", 50", 75", or 958"
percentiles. The period for comparison (for whidh poducts are available) is 03/1992 through
12/2000. Clearly there are very large differenceshie distribution of fluxes. Note that the rande o
fluxes (-axis) is not constant, with the range for th&' @®rcentile being about 4 times the range for
the 8" percentile. Furthermore, there is a great dealegfonal surface flux variability in all high
latitude seas: product differences are greatemualler spatial and temporal scales. Details abloait t
data, parameterizations and assumptions used telogethese products are given in Smith et al.
(2010).
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Figure 6. The 10-m neutral turbulent transfer coefficie(@i0n Ceion Chion) @and the CQ transfer
velocity Keso = Cs  |(Uio - Us)| as a function of 10-m neutral wind speed from aireurface-based
observations: drag coefficient (top), heat transfeefficients (middle) and COtransfer coefficient
(bottom). A percentage error in the transfer doediit results in a similar percentage error in filoe:

differences in parameterizations are greatestvatalod high wind speeds. The black line is the m&an



the data sets; the error bars are statistical astgrof the uncertainty in the mean. The paramatemns
shown in the top two panels are COARE algorithnd)réNCEP reanalysis (green), ECMWF (blue),
Large and Yeager (magenta). Symbols on the upperpanels are: circle — U. Connecticut (FLIP,
Martha's Vineyard Observatory, and moored buogs)mond — U. Miami (ASIS spar buoy), and square
— NOAAJ/ESRL (ships). The gas transfer coefficiparameterizations shown in the bottom panel are:
McGillis et al. 2001 (blue dashed line), NOAA/COARIO?2 (ed dashed line). CQpanel symbols are:

circle - GASEX98, square - GASEXO01, diamond — GASBXdata courtesy J. Edson, W. McGillis).
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Figure 7. Comparison of the zonal mean downwelling shortwiawe products averaged for two
July months (2003 and 2004) from four products: EERWielicki et al., 1996); ISCCP-FD
(Zhang et al., 2004); UMD/V3.3.3: and MODIS (WangdaPinker, 2009). Note the relatively

large disagreement in the Northern Hemisphere antitplarly the Arctic latitudes.



