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Abstract. Turbulent and mean meteorological data collected at five levels on a 20-m tower
over the Arctic pack ice during the Surface Heat Budget of the Arctic Ocean experiment

(SHEBA) are analyzed to examine different regimes of the stable boundary layer (SBL).
Eleven months of measurements during SHEBA cover a wide range of stability conditions,
from the weakly unstable regime to very stable stratification. Scaling arguments and our

analysis show that the SBL can be classified into four major regimes: (i) surface-layer scaling
regime (weakly stable case), (ii) transition regime, (iii) turbulent Ekman layer, and (iv)
intermittently turbulent Ekman layer (supercritical stable regime). These four regimes may be
considered as the basic states of the traditional SBL. Sometimes these regimes, especially the

last two, can be markedly perturbed by gravity waves, detached elevated turbulence (‘upside
down SBL’), and inertial oscillations. Traditional Monin�Obukhov similarity theory works
well in the weakly stable regime. In the transition regime, Businger�Dyer formulations work if

scaling variables are re-defined in terms of local fluxes, although stability function estimates
expressed in these terms include more scatter compared to the surface-layer scaling. As sta-
bility increases, the near-surface turbulence is affected by the turning effects of the Coriolis

force (the turbulent Ekman layer). In this regime, the surface layer, where the turbulence is
continuous, may be very shallow (<5m). Turbulent transfer near the critical Richardson
number is characterized by small but still significant heat flux and negligible stress. The

supercritical stable regime, where the Richardson number exceeds a critical value, is associated
with collapsed turbulence and the strong influence of the earth’s rotation even near the sur-
face. In the limit of very strong stability, the stress is no longer a primary scaling parameter.
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1. Introduction

Determining momentum, heat, and mass exchange in the Arctic is a major
challenge for modelling circulation in the Northern Hemisphere and global
climate change. Understanding the atmospheric boundary layer and properly
parameterizing the surface fluxes are of obvious relevance for climate mod-
elling, weather forecasting, and other applications in the Arctic region. This
study uses turbulence data collected over the Arctic pack ice during the
Surface Heat Budget of the Arctic Ocean experiment (SHEBA) to examine
different regimes of the stable boundary layer (SBL) in the atmosphere.

Although research has been done on the SBL for at least 50 years, a
unified picture or theory does not exist. In some studies, the SBL has been
classified into two separate regimes: the weakly stable boundary layer and the
very stable boundary layer (see Mahrt, 1998; Mahrt et al., 1998). The weakly
stable boundary layer is governed by traditional Monin�Obukhov similarity
theory (MOST). In contrast, the very stable boundary layer is characterized
by weak, intermittent turbulence even near the surface, and similarity theory
appears to break down.

Over the past decade this two-regime view was questioned. Some inves-
tigators identified a transition regime between the weakly stable boundary
layer and the very stable boundary layer. For example, Beyrich (1997)
showed the vertical structure for three different types of SBL based on sodar
measurements. Mahrt (1999) and Mahrt and Vickers (2002) also reviewed
various features of the different stability regimes of the SBL. The very stable
regime poses some of the most difficult questions in the SBL (Mahrt, 1999)
because measurements are difficult (e.g., Howell and Sun, 1999), and the
processes are very complex (e.g., intermittent turbulence, meandering mo-
tions, gravity waves, drainage flows).

Limited observations still remain a problem for SBL model validation. But
observations in the Arctic offer several advantages for studying the structure
of the SBL compared to measurements in the traditional nocturnal boundary
layer in mid-latitudes. At high latitudes, especially during the polar night,
long-lived SBLs can reach very stable states. The Arctic pack ice is also a
rather uniform, flat surface without large-scale slopes and heterogeneity.
Thus, the SHEBA data are not generally contaminated by drainage (kata-
batic) or strong local advective flows.

2. Description of the SHEBA Site and Instrumentation

Overviews of the SHEBA program and detailed descriptions of the site can
be found in Andreas et al. (1999), Persson et al. (2002b), and Uttal et al.
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(2002). Thus, only the relevant information about our SHEBA instruments
and flux data will be given here.

The main SHEBA camp was deployed on the ice in the vicinity of the
Canadian Coast Guard icebreaker Des Groseilliers, which was frozen into the
Arctic ice pack north of Alaska from October 1997 to October 1998. During
this period, the icebreaker drifted more than 2800 km in the Beaufort and
Chukchi Seas, with coordinates varying from approximately 74� N and 144�
W to 81� N and 166� W. The ship served as a floating research station
providing accommodations and a logistics centre. The SHEBA research
teams at the ice camp included the Atmospheric Surface Flux Group (ASFG,
Andreas et al., 1999), which was responsible for direct measurement of the
fluxes contributing to the surface energy balance.

The ASFG deployed a 20-m main micrometeorological tower, two short
masts, and several other instruments on the sea ice 280�350 m from the Des
Groseilliers at the northern edge of the main ice camp. The direction and
distance of the tower from the ship and other obstacles varied during the year
because the ice floe rotated and sheared apart. The ASFG site can be char-
acterized as multi-year ice with summertime melt ponds and occasional
nearby leads, with the closest being about 100 m in February and March.
During the summer, as much as 22% of the ice in the intermediate area was
covered by melt ponds (Perovich et al., 2002). At the height of summer, leads
covered another 18% of the surface. The ASFG tower consisted of a 10-m-
tall walk-up rectangular scaffold and a 20-m triangular section attached to
the scaffold. This triangular section had two manual instrument carriages.
The SHEBA ASFG tower was likely the largest meteorological tower ever
placed on sea ice and the centrepiece of the SHEBA turbulence program.

The ASFG main tower collected turbulent and mean meteorological data
at five levels, nominally 2.2, 3.2, 5.1, 8.9, and 18.2 m (or 14 m during most of
the winter). Instruments at levels 2 (z2 � 3:2m), 3 (z3 � 5:1m), and 4
(z4 � 8:9m) were mounted on the scaffold. The instrument booms for level 1
(z1 � 2:2m) and 5 (z5 � 18:2 or 14 m) were attached to the moveable car-
riages on the triangular section. During seven periods of 1�10 days each, the
lower and upper levels, mounted on carriages, were moved to compare
instruments between the tower levels.

The heights of the tower-mounted instruments above the snow or ice
surface varied during the year because of snow accumulation and surface
melt. The heights were obtained using the continuously measured snow depth
and occasional manual height measurements. The range of heights for each
of the five sensor levels can be found in Persson et al. (2002b, Table I).

Each level on the main tower had a Väisälä HMP-235 temperature and
relative humidity (T/RH) probe and identical ATI (Applied Technologies,
Inc.) three-axis sonic anemometer/thermometer. A sonic anemometer located
at level 3 had some problems with electronics and the signal sometimes
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contained irregular spikes. This anemometer was replaced in the end of
February 1998. An Ophir fast-response infrared hygrometer was mounted on
a 3-m boom at an intermediate level (about 8 m) just below level 4. The
measurements used to determine the true orientation of the ASFG tower
were made by an electronic compass located at the nearby Portable
Automated Meteorological (PAM) station Florida on the same floe. Other
instruments at the ASFG site are discussed in Andreas et al. (1999) and
Persson et al. (2002b).

The sonic anemometers provided measurements of the three wind com-
ponents (streamwise, u; cross-stream, v; and vertical, w) and sonic tem-
perature (Ts) at five levels with a sampling rate of 10 Hz. Turbulent
covariance values (hu0w0i, hv0w0i, hw0T 0si) and appropriate variances at each
level are derived via eddy correlation based on 1 h averaging. Here h i is a
time averaging operator, u, v, and w are the longitudinal, lateral, and vertical
velocity components, respectively, and ð0Þ denotes a fluctuation about the
mean value, e.g., u ¼ hui þ u0. The sonic anemometers also provided
measurements of the mean wind speed vector (magnitude and direction) at
five levels.

The most commonly used method associated with a double rotation of the
anemometer coordinate system is applied in the current study to compute u,
v, and w. Rotation is needed to place the anemometer in the streamwise
coordinate system. The first rotation sets hvi ¼ 0, and the second rotation
sets hwi ¼ 0. Fast measurements of the specific humidity (q) were made by
the Ophir hygrometer at 8.1 m at a sampling rate of 20 Hz. To match the
sampling rate of the sonic anemometers, the data from the Ophir were pair-
averaged to 10 Hz. The hw0q0i covariance was computed using w0 derived
from the level-4 sonic anemometer.

Momentum flux (s), sensible heat flux (HS), and latent heat flux (HL) are
derived from the measured covariance values according to

s ¼ qu2� ¼ �qhu0w0i; ð1Þ

HS ¼ cpqhw0T0i ¼ cpqðhw0T 0si � 0:51Thw0q0iÞ; ð2Þ

HL ¼ ðLe þ LfÞqhw0q0i; ð3Þ

where u� is the friction velocity, q the air density, T the air temperature, cp the
heat capacity of air at constant pressure, Le and Lf in Equation (3) are the
latent heats of vaporization and fusion respectively (Lf=Le � 0:13).

Since the sonic anemometer measures the so-called ‘sonic’ virtual tem-
perature, Ts, which is close to the virtual temperature, the moisture correc-
tion in (2) is necessary to obtain the correct sensible heat flux. That is, the
temperature derived from the speed of sound measurements (sonic temper-
ature), Ts ¼ Tð1þ 0:51qÞ, has the same form as the virtual temperature
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Tv ¼ Tð1þ 0:61qÞ (e.g. Kaimal and Gaynor, 1991; Larsen et al., 1993;
Kaimal and Finnigan, 1994), and often Ts is referred to simply as the virtual
temperature. The error involved in assuming Ts � Tv is on the order of 0.01K
(Kaimal and Gaynor, 1991), well within the bounds of our other temperature
measurement uncertainties.

During SHEBA, the data recovery for the covariance hw0q0i was signifi-
cantly less than for the covariance hw0T 0si (Persson et al., 2002b, Figure 4a
and b). The processed HS in the dataset are computed using the covariance
hw0q0i when available and bulk estimates of HL when not. However, the
moisture correction term in Equation (2) is usually small for Arctic condi-

tions, 0:51T hw
0q0i

hw0T0si
¼ 1þ LeþLf

0:51cpT
Bo

� ��1
< 0:06, where the Bowen number

Bo ¼ HS=HL > 1 for T < 0 �C (Andreas and Cash, 1996). A large sum-
mertime latent heat flux of 10 W m�2 would imply an overestimation of only
0.5 W m�2 for HS. During most of the year, the error is much less, and
therefore hw0T 0si � hw0T 0vi � hw0T 0i. However, in the present study, the dis-
tinction among Ts, Tv and T is retained for hourly flux calculation, and the
true Equation (2) is used.

Several data-quality indicators based on objective and subjective methods
have been applied to the original flux data. Flux data have been edited for
unfavourable relative wind direction for which the tower was upwind of the
sonic anemometers. However, wind speeds and direction for these times have
not been removed since they are still useful in describing the climatology of
the site. Because of the careful way we arranged the ice camp, the wind blew
from disturbed areas only about 10% of the time. Most of the station
structures and the Des Groseilliers itself were located within these sectors.

Some other quality-control criteria are based on validity limits for the
streamwise and vertical-velocity variances. In post-processing, we corrected
and edited the flux time series. We examined 1-h spectra and cospectra to
filter noise (i.e., reject spikes) that were probably due to tower vibrations. To
separate the gravity-wave and turbulent portions of the spectra, we parti-
tioned the wind stress and heat flux into low- and high-frequency compo-
nents defined by integrating the cospectra from 0 to fL and from fL to 5 Hz
(the Nyquist frequency). The frequency fL is the sixth spectral value
(0.0061 Hz, or a period of about 2 min). This value is close to the cutoff
frequency 0.01 s�1 used by Forrer and Rotach (1997). The total flux is the
sum of low- and high-frequency components. We also computed the turbu-
lent flux appropriate in MOST by neglecting the low-frequency part for those
cases when the low part of uw cospectra was positive. These fluxes are used in
the current study.

The ‘slow’ temperature and humidity probes provided air temperature and
relative-humidity measurements at five levels. Instantaneous temperature/
relative humidity and other slow data (e.g., shortwave and longwave radia-
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tion, surface temperature) were collected by Campbell dataloggers with 5-s
sampling intervals. The Campbells then averaged these raw values to 1-min
means in real time. The 1-min values were used to compute the 10-min
statistics (means and standard deviations). In post-processing, the 10-min
means were used to produce hourly averages.

Measuring the surface temperature, TS, is important for both parame-
terizing fluxes and understanding the energy balance in the surface layer.
However, measuring TS accurately is difficult. Three different methods were
used to estimate TS at the ASFG site: Eppley pyrgeometers, a Barnes PRT-5
precision radiation thermometer, and a General Eastern dew-point
hygrometer (Claffey et al., 1999). Our best estimates of TS are principally
based on slight corrections to the Eppley radiometer temperatures. When the
Eppley data were known to be wrong, we used the Barnes radiometer tem-
peratures. Other details of the ‘fast’ and ‘slow’ data processing, accuracy, and
calibration can be found in Persson et al. (2002b).

The main SHEBA tower was instrumented for over 8,000 h. Well over
6,000 h of that period yielded useful data. Apparently, the flux-profile data
we report here constitute the largest single turbulent dataset ever collected in
the atmospheric surface layer.

3. Surface Layer Conditions during SHEBA

Persson et al. (1999, 2002b) described the near-surface environmental con-
ditions and the surface energy balance in detail. Therefore, we give only a
brief sketch of the near-surface conditions here.

The sunless (‘dark’) period (or polar night) at the SHEBA site began on 12
November 1997 and lasted 83 days until 29 January 1998 (Julian days
312�394, starting from 1 January 1997). Daily average wintertime (Decem-
ber�February) air temperatures ranged between �40 �C and �19 �C
(Andreas et al., 2002), but temperatures underwent frequent, rapid transi-
tions due to the occurrence of low clouds (Persson et al., 1999). The minimum
hourly-averaged surface temperature was �44.1 �C.

According to the analysis of Persson et al. (2002b), the temperatures at
SHEBA were typical of most previous climatological estimates and obser-
vations through most of the year. However, during the spring
(March�April), temperatures were 3�8 �C above normal. The summer melt
season started on 29 May and ended between 14 and 22 August (i.e.,
77�85 days long). The melt season is characterized by surface and air tem-
peratures that are nearly constant at 0 �C. The SHEBA melt season was
longer than observed during previous studies (e.g., at the Soviet drifting ice
stations deployed in 1950�1990; e.g., Yanes, 1962) principally because of an
early onset (Persson et al., 2002b). The humidity was close to saturation with
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respect to ice throughout the year, with slight supersaturation during the
winter and subsaturation during the summer (Andreas et al., 2002; Persson
et al., 2002b).

The winds were strongest in the winter and weakest in the summer. The
maximum hourly averaged wind speed was 16 m s�1. The most frequent true
wind directions during the entire year were from 40��120�, with strongest
winds, averaging 6�7 m s�1, coming from true east. The winds tended to be
easterly in the spring and fall, northerly in the winter, and southerly in the
summer. Systematic seasonal variations in wind speed and wind direction
were likely due to a combination of true seasonal variations and spatial
variations along the drift track of the SHEBA ice camp.

Monthly averages of hourly air temperatures and the incoming solar
radiation show large diurnal variations during spring (Persson et al., 2002b).
During the sunless period, the diurnal cycle of insolation is absent, although
some diurnal oscillations of the temperature and the wind field may be the
result of the solar tides (cf. Dabberdt, 1970).

Monthly mean temperature profile measurements show that the near-
surface environment is strongly stable during the six winter months
(November�April) and near neutral or only weakly stratified during the
other months. However, closer examination of the 1-h data shows that near-
neutral conditions are also very common during the winter. These winter
well-mixed conditions occur with clouds and higher wind speeds. The
occurrence of weak stable stratification is fairly common during the summer,
when the surface temperature is constant at 0 �C and warm air is advected
over the site. The monthly mean temperature profiles show that, from
November through April, an inversion is present in the lowest 15 m of the
atmosphere over pack ice. The inversion strength is a maximum in Decem-
ber. The vertical gradient decreases after the sun rises in early February, and
in May the vertical thermal structure reverses. The mean vertical divergence
of turbulent sensible heat flux in the surface layer produces atmospheric
cooling during the winter and warming during the summer (Persson et al.,
1999, 2002b).

4. Stratified Atmospheric Boundary Layer

Monin�Obukhov similarity theory (Obukhov, 1946; Monin and Obukhov,
1954), or surface-layer scaling, is the commonly accepted approach to de-
scribe the near-surface atmospheric layer. According to MOST, properly
scaled dimensionless characteristics of the turbulence at reference height z are
universal functions of a stability parameter, f � z=L, where

L ¼ � u3�Tv

jghw0T 0vi
ð4Þ
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is the Obukhov length (j is the von Karman constant, and g is the acceler-
ation due to gravity). The friction velocity in Equation (4) is computed
according to Equation (1). It should be noted that Equation (4) is based on
the surface fluxes of momentum and buoyancy. According to MOST, the
vertical gradients of mean wind speed and temperature are assumed to be

dU

dz
¼ u�

jz
umðz=LÞ; ð5aÞ

dh
dz
¼ T�

jz
uhðz=LÞ; ð5bÞ

where T� ¼ �hw0T 0i=u� is the temperature scale and umðz=LÞ and uhðz=LÞ
are non-dimensional universal functions (‘stability functions’) for velocity
and potential temperature (h) gradient, respectively. In this study, we use the
traditional value of j ¼ 0:40 for both wind speed and temperature profiles
Equation (5).

Another widely used indicator of stability is the Richardson number. The
flux Richardson number, Rf, and the gradient Richardson number, Ri, are
defined by

Rf ¼ g

Tv

hw0T 0vi
hu0w0iðdU=dzÞ �

z=L

um

; ð6aÞ

Ri ¼ g

Tv

dhv=dz

ðdU=dzÞ2
: ð6bÞ

Close to the surface, it is convenient to introduce a bulk Richardson
number:

RiB ¼ �
gz

Tv

Dhþ 0:61TvDq
U2

; ð7Þ

where Dh and Dq are differences in the potential temperature and the specific
humidity between the surface and reference level z.

In the strong stability limit (f� 1), MOST predicts that various quantities
become independent of z. Thus, z is no longer a primary scaling variable and
um / uh / f (Obukhov, 1946; Monin and Obukhov, 1954). This is because ver-
tical motion is inhibited by the stable stratification, and the turbulence no longer
communicates significantly with the surface (Monin andYaglom, 1971). This was
termed ‘z-less stratification’ byWyngaard andCot�e (1972) andWyngaard (1973).

A simple linear interpolation um ¼ uh ¼ 1þ bf, where b is a constant, has
been suggested to provide blending between neutral and very stable (‘z-less’)
cases (e.g. Zilitinkevich and Chalikov, 1968; Webb, 1970). Note that these
forms for um and uh also agree with the linear approximation of their
expansion in a power series for fairly small values of f (log-linear profiles).
The linear equations for um and uh in stable conditions fit the available
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experimental data well for f < 1 (Businger et al., 1971; Dyer, 1974; Yaglom,
1977; Dyer and Bradley, 1982; Högström, 1988; King, 1990; Garratt, 1992;
Howell and Sun, 1999). Traditionally the linear equations in the stable case
together with the formulas for um and uh in the unstable case are called the
Businger�Dyer relations (Businger, 1966; Dyer and Hicks, 1970; Businger
et al., 1971; Dyer, 1974; Dyer and Bradley, 1982; Businger, 1988).

However, the stability functions increase more slowly in very stable con-
ditions than predicted by the log-linear law and moreover uh tends to level
off (Howell and Sun, 1999; Forrer and Rotach, 1997; Yagüe et al., 2001).
This suggests that z-less scaling is not applicable under such conditions.
Recently, based on the analysis of the standard deviations and dissipation
rates covering almost five orders of magnitude in f, Pahlow et al. (2001)
found that the concept of z-less stratification does not hold in general.

We must make one additional remark regarding the paper by Yagüe et al.
(2001). From a study of the SBL overlying an Antarctic ice shelf, Yagüe et al.
(2001) found that in the very stable conditions the non-dimensional gradients
um and uh reach a constant value (i.e., become independent of f). This was
interpreted as a validity of the z-less approach (Ibid., pp. 205, 215, 221). The
concept of z-less stratification actually predicts that the dimensional gradients,
Equation (5), become independent of z, which corresponds to um / uh / f
(e.g. Wyngaard and Cot�e, 1972, their Equation (2)). Thus, the data presented
by Yagüe et al. (2001) in fact indicate that z-less scaling is not valid in general.

Mahrt and Vickers (2002) defined the traditional boundary layer or surface-
flux dominated SBL, where turbulence is generated by surface roughness, and
momentum and heat fluxes are about constant or decrease monotonically with
height. Thus, z is still important and the z-less concept is not applicable in this
case. Accordingly, non-traditional boundary-layer scaling methods are asso-
ciated with z-less stratification and an upside-down boundary layer, in which
turbulence is generated primarily at the top of the boundary layer. In the
upside-down boundary layer, the turbulence source is detached from the sur-
face and generated by shear usually associated with a low-level jet (Smedman,
1988;Mahrt, 1999;Mahrt andVickers, 2002). In this case, turbulence increases
with height and the transport of the turbulent kinetic energy is downward.

As discussed above, the traditional SBL is classified into several separate
regimes: the weakly stable boundary layer, an intermediate (or transition)
regime, and the very stable boundary layer. Traditional MOST works well in
the weakly stable boundary layer. In contrast, the very stable boundary layer
is characterized by weak, intermittent turbulence even near the surface (e.g.,
Holtslag and Nieuwstadt, 1986), and it has been suggested that similarity
theory breaks down. In the transition regime, the approximation of height-
independent fluxes underlying MOST is invalid. However, MOST can be
restored in the form of local scaling if L (Equation 4) is replaced by K, where
K is the local Obukhov length based on the local fluxes at height z rather than
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on the surface values (Nieuwstadt, 1984; Holtslag and Nieuwstadt, 1986;
Sorbjan, 1989). Mahrt et al. (1998) found for a fixed level z ¼ 10m that the
weakly stable regime corresponds to 0 < f < 0:06, and the very stable regime
is associated with f > O(1).

The formation of anEkman spiral indicates that the near-surface turbulence
is affected by both the Coriolis parameter and the Brunt�Väisälä frequency of
the outer flow (non-local scaling parameters) as well as by the shear stress and
the buoyancy flux (local scaling parameters). This state can be treated as a non-
local scaling regime, since a functional dependence on z=h, where h is the SBL
depth, applies at all levels (Holtslag and Nieuwstadt, 1986; Mahrt, 1999). Zi-
litinkevich and Calanca (2000) and Zilitinkevich (2002) derived a non-local
theory for the SBL without the effect of the Earth’s rotation.

In thenext sectionwe consider the traditional boundary-layer regimes.Note,
however, that classifying the SBL into a few states is probably an oversimpli-
fication.

5. SBL Regimes in the Arctic

Our eleven months of measurements during SHEBA cover a range of sta-
bility conditions, from the weakly unstable regime to the very stable strati-
fication of the prevailing SBL during winter. These long-term, multi-level
observations of the SBL allow us to consider different SBL regimes in detail.

5.1. WEAKLY STABLE CASE

In the weakly stable boundary layer, the downward heat flux initially in-
creases with increasing f. Derbyshire (1990), however, predicted that the
downward heat flux eventually reaches a maximum then decreases with
increasing f (cf. Jordan et al., 1999). Malhi (1995) found that the maximum
downward heat flux occurs at f ¼ 0:2. According to Mahrt et al. (1998), this
maximum occurs at roughly f ¼ 0:06 for their 10-m data and occurs at
roughly f ¼ 0:02 for their 3-m data. Pahlow et al. (2001) also found a height
dependence for the maximum of the downward heat flux. The maximum of
the downward heat flux defines the f boundary between the weakly stable and
transition regimes (Mahrt et al., 1998).

The sensible heat flux, HS, observed during SHEBA at five levels is shown
in Figure 1 as a function of f1 ¼ z1=L1 and z=K. Hereinafter, z=K refers to a
local stability parameter at levels 1�5 defined as z=K � zn=Ln � fn
(n ¼ 1� 5); whereas z=L refers to the surface stability parameter associated
with fluxes measured at the level 1. That is, f ¼ z=L � zn=L1 (n ¼ 1� 5). The
data in Figure 1 are based on individual 1-h averages further averaged in four
logarithmically spaced stability bins within each decade in stability. Similar
plots for the individual 1-h points can be found in Grachev et al. (2002).
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According to Figure 1a, the maximum of the observed downward heat flux
at all levels (except level 3) occurs at f1 � 0:025. However, when we use local
scaling, the maximum is a function of z=K (Figure 1b). The downward heat
flux reaches a maximum at roughly z=K � 0:02 for the level 1 (� 2.2 m) data
and at roughly z=K � 0:1 for the level 5 (�18.2 or 14 m) data. The maxi-
mum heat flux at levels 2 and 4 occurs at values of z=K located sequentially
between the values for levels 1 and 5. This dependence on the measurement
height is consistent with the results reported by Mahrt et al. (1998). The
above z=K values correspond to bulk Richardson numbers of RiB � 0:004
and RiB � 0:01 for levels 1 and 5, respectively.

Because Figure 1a is plotted in coordinates of HS versus f1 ¼ z1=L1 (i.e. a
stability parameter with fixed z), it also shows thatHS at all levels (except level
3) is about constant for weakly stable conditions. With increasing stability,
however, the downward heat flux at lower levels is systematically greater than
the flux at higher levels (Figure 1a). Plotting in the log-linear coordinates HS

versus logðz=KÞ (Figure 1b), orHS versus logðz=LÞ (not shown), discloses that
all curves collapse to a single straight line shows that the sensible heat flux
decreases with height as a logarithmic function for 0:2. z=K. 4.

Note that the dependence of T� ¼ �hw0T 0i=u� on stability is similar to HS

in Figure 1 but with the opposite sign since T� > 0 in stable conditions
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Figure 1. Bin-averaged sensible heat flux (medians), HS, measured at five levels versus (a) the
stability parameter at level 1, z1=L1 and (b) a local stability parameter, z=K � zn=Ln (n ¼ 1�5)
during the 11 months of measurements. Data with a temperature difference between the air (at

median level) and the snow surface of less than 0.5 �C were rejected because of the large
uncertainty in determining the sensible heat flux in such conditions.
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(Grachev et al., 2003). In the near-neutral case, T� ! 0 since hw0T0i � 0 and
u� 6¼ 0. With further increasing stability, T� increases and reaches a
maximum; T� ! 0 in the very stable case. The last result is not trivial since
both hw0T 0i ! 0 and u� ! 0 as f (or RiB) !1.

With further increasing stability, the downward heat flux, the drag coefficient,
and the turbulence intensity decrease rapidly because negative buoyancy inhibits
vertical transfer. However, the regime where the turbulent fluxes are constant
with height extends slightly beyond the point where HS reaches its maximum
magnitude.UsingourSHEBAdata,we tested theassumptionunderlyingMOST
that the turbulent fluxes are constant with height. Seasonal variations of the
vertical flux divergence during SHEBA have been considered by Guest et al.
(1999). The greatest vertical flux deviations occurred in thewinter (mostly highly
stable situations); the smallest occured in the spring. However, according to
Guest et al. (1999), the constant flux assumption required for MOST was rea-
sonably accurate for much of the SHEBA observation period, even with the
presence of open water within 2 km of the tower and large variations in the
surface roughness due to ridges and other features in the upwind fetch.

Figure 2a shows the difference of the streamwise stress sn measured at a
level zn and the stress snþ1 measured at a level znþ1 normalized by sn as a
function of fnþ1 � znþ1=Lnþ1, which is z=K at a level znþ1 (n ¼ 1� 4). A
similar plot for the sensible heat flux is shown in Figure 2b. To reduce a
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Figure 2. Vertical divergence of (a) the downwind stress and (b) the sensible heat flux plotted

for period from 31 October 1997 (JD 304) until 21 March 1998 (JD 445).

ANDREY A. GRACHEV ET AL.212



possible side effect on the fluxes associated with the inhomogeneity in the
surface temperature, we plot Figure 2 only for the period from 31 October
1997 (JD 304) until 21 March 1998 (JD 445, vernal equinox). During this
winter period the floe around the tower is more or less compact and totally
snow covered and the surface is more homogeneous in temperature than
during the melting period (see Section 5.3).

Individual measurements of both s and HS typically have uncertainties of
�20%. That is, with s as an example, for the divergences plotted in Figure 2,
the uncertainty propagates as

jsnð�20%=
ffiffiffiffi
N
p
Þj � jsnþ1ð�20%=

ffiffiffiffi
N
p
Þj

jsnð�20%=
ffiffiffiffi
N
p
Þj

¼ 1� jsnþ1ð�20%=
ffiffiffiffi
N
p
Þj

jsnð�20%=
ffiffiffiffi
N
p
Þj

¼ 1� 1ð�40%=
ffiffiffiffi
N
p
Þ;

if we assume that s is really independent of height. Here also, N is the number
of hourly values used to compute the averages. According to our data, N
within a bin increases from 10 to 20 at z=K � 0:001 to �100 at z=K � 0:1,
and then falls to 10�20 at z=K � 100. Clearly, with our measurement
accuracy, we must assume that sn and snþ1 are, on average, the same if the
ratios plotted in Figure 2a are smaller than 0:4=

ffiffiffiffi
N
p
� 0:04� 0:1. A similar

argument holds for the heat fluxes plotted in Figure 2b.
According to Figure 2, for z=K less than about 0.1, the momentum flux and

the sensible heat flux may be considered independent of height (on average).
The greater scatter of points in Figure 2b for z=K. 0:05 is associated with the
relatively small sensible heat flux and unreliable measurements in near-neutral
conditions. Thus, a regime for 0 < z=K. 0:1 (or 0 < f. 0:1) may be identified
as the surface-layer scaling regime or the weakly stable case (cf. Mahrt et al.,
1998). Traditional surface-layer scaling (MOST) works well in this regime (see
next section). Independent flux measurements at the SHEBA ice camp made
by Duynkerke and de Roode (2001) in May 1998 also show that the observed
stable boundary layer above sea ice may be, on average, characterized as
weakly stable during the measurement period.

5.2. TRANSITION REGIME

According to Figure 2, the assumption of height-independent fluxes becomes
invalid for f � z=K J 0:1. Figure 3 shows typical cospectra for the momen-
tum and sonic temperature fluxes, respectively, at the five levels where
z=K J 0:1. According to Figure 3, the magnitudes of the stress and the sen-
sible heat flux decrease with increasing height. Although z=K (or f) also in-
creases with increasing height, the surface-generated wind shear is large
enough to maintain turbulence at all five sonic levels in this regime. Note that
the fluxes at levels 1 and 2 in both Figure 3a and b are approximately the same.
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Previous studies showed that in this regime MOST seems adequate, but
similarity theory should be re-defined in terms of local similarity in which the
Obukhov length is based on the local fluxes at height z (Wyngaard, 1973;
Nieuwstadt, 1984; Holtslag and Nieuwstadt, 1986). For this reason, this re-
gime may be considered as a local-scaling regime (or transition regime; cf.
Mahrt, 1999). Using data collected over the Greenland ice sheet, Forrer and
Rotach (1997) showed that local scaling is superior to surface-layer scaling in
this regime. Using mid-latitude nocturnal boundary-layer observations,
Howell and Sun (1999) corroborated this result.

The non-dimensional gradients of the wind speed (um) and temperature
(uh) defined by Equation (5) for the SHEBA data are presented in Figures 4
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Figure 3. Typical (a) stress cospectra at four levels (level 3 is missing) in the transitional local-
scaling regime (1998 JD 45.4167), and cospectra of the sonic temperature flux at the five levels
in the transitional local-scaling regime (JD 324.5833 in 1997). In the upper panel (a), u�,
decreases with increasing height: u�1 � 0:134m s�1, u�2 � 0:134m s�1, u�4 � 0:100m s�1

and u�5 � 0:080m s�1, (levels 1, 2, 4 and 5). Stability parameter increases with increasing
height: f1 � 0:128, f2 � 0:173, f4 � 0:697 and f5 � 1:893. Wind direction, a, is about

constant with height: a1 � 16�, a2 � 12�, a4 � 16� and a5 � 18�. In the bottom panel (b)
downward sensible heat flux, HS, decreases with increasing height: HS1 � �1:66W m�2,
HS2 � �1:44W m�2, HS3 � �1:20W m�2, HS4 � �0:96W m�2 and HS5 � �0:64W m�2

(level 1�5). Stability parameter, z=K, increases with increasing height: f1 � 0:096,
f2 � 0:102, f3 � 0:122, f4 � 0:300, and f5 � 0:533. Wind direction, a, is about the same for
all five levels: a1 � 136�, a2 � 138�, a3 � 141�, a4 � 138� and a5 � 139�.
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and 5. These functions are plotted in the log-linear coordinates for z=L and
z=K � 10 to focus on the um and uh behaviour in the considered regime. The
stability functions in the limit of very strong stability are discussed in Section
5.4. The bin-averaged data from each measurement level in Figures 4 and 5
are indicated by different symbols. The individual 1-h averaged data based on
the median fluxes and other medians (heights, temperatures, etc.) for the five
levels are also shown in Figures 4 and 5 as background symbols. These points
give an estimate of the available data at one level and the typical scatter of
the data. The median fluxes are computed from the median cospectra (i.e., at
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Figure 4. Plots of the bin-averaged non-dimensional velocity gradient, um, (medians) against

(a) the surface MOST stability parameter, z=L and (b) the local MOST stability parameter,
z=K, for levels 1�5 during the 11 months of measurements. The solid curves represent the
Businger�Dyer relationship, um ¼ uh ¼ 1þ bf with b ¼ 5, and the dashed ones are based on

the Beljaars and Holtslag (1991) formulae. Functions um , uh and the Obukhov length in the
upper panel (a) are based on the fluxes measured at level 1 (‘surface fluxes’), whereas um, uh,
and K in the bottom panel (b) are based on the local fluxes. Individual 1-h averaged data based

on the median fluxes for the five levels are shown as background symbols.
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each frequency a median is computed from the values at the heights where
data are available).

Figures 4a and 5a are based on MOST scaling, Equation (4), and Figures
4b and 5b show um and uh as functions of the local scaling, z=K. The solid
curves in Figures 4 and 5 represent the Businger�Dyer expressions,
um ¼ uh ¼ 1 þ bf with b ¼ 5. The dashed curves are based on the rela-
tionships proposed by Beljaars and Holtslag (1991).

The vertical wind and temperature gradients in Equation (5) were obtained
by fitting the following second-order polynomial through the 1-h profiles:

xðzÞ ¼ p1ðln zÞ2 þ p2 ln zþ p3: ð8Þ
Here xðzÞ represents either the wind speed,U, or the potential temperature, h, at
measurement level z. At least three levels with good data have been used for the
interpolation of thewind speed and temperature profiles fromEquation (8). The
gradients were determined by evaluating the derivative of Equation (8) with
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Figure 5. Same as Figure 4 but for the non-dimensional temperature gradient, uh. Data with

the temperature difference between the air (at median level) and the snow surface less than 0.5�
have been rejected to avoid the large uncertainty in determining the sensible heat flux.
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respect to z for any levels 1�5 where good turbulence measurements existed;
then the functions um and uh were evaluated at these levels.

According to Figures 4 and 5, the uh estimates include more scatter than
the um estimates. Our SHEBA data also show that using surface scaling, z=L,
instead of local scaling, z=K, leads to less scatter between different observa-
tions levels for both um and uh, especially for cases of strong stability. This
may indicate that the observed SBL was controlled by the surface fluxes.

Figures 4 and 5 show that data for both um and uh obtained at levels 3�5
ðz � Oð10mÞÞ collapse to a single curve over a wide range of z=L better than
the data obtained at levels 1 and 2 (z � Oð2mÞ). The data for levels 1 and 2
are systematically lower than the data at higher levels beginning with
z=LJ 0:03 for um (Figure 4) and z=LJ 0:5 for uh (Figure 5). This bias may
be because levels 1 and 2 are located too close to the surface. According to
Mahrt (1999), close to the surface the influence of individual roughness ele-
ments and surface heterogeneity in very stable conditions is more pro-
nounced, since vertical mixing is weak and characterized by small eddies (see
also the discussion in Section 5.3). Therefore, the surface heterogeneity
modifies the local turbulence field on the vertical scale of the heterogeneity
elements (e.g., meltponds), and distortion of um and uh near the surface may
be substantial. Another reason for the bias may be associated with obser-
vational problems in very stable conditions. Howell and Sun (1999) dem-
onstrated that sonic anemometers in the SBL may miss some fraction of the
small-scale flux at lower heights even if data are collected at 10 samples per
second (see also Kaimal and Finnigan (1994, p. 219)).

According to Figures 4a and 5a, the SHEBA observations agree reason-
ably well with the Businger�Dyer expressions (MOST predictions) for
0 < f. 0:1. For um, the agreement is reasonable up to f � 0:3 (Figure 4a).
With further increasing stability, um tends to follow the Beljaars�Holtslag
functions rather than the Businger�Dyer formulae (Figure 4a). Of course,
the Businger�Dyer formulae were never intended to apply in very stable
conditions. Our estimates of uh for f J 0:1 are smaller than the uh derived
from both the Beljaars�Holtslag and Businger�Dyer relations (Figure 5a).

Both stability functions um and uh expressed with local scaling (Figures 4b
and 5b) show better fits with the MOST predictions (Businger�Dyer formu-
lae) than those expressed with surface-layer scaling (Figures 4a and 5a). The
stability functionum is in good agreement withMOST for z=K. 1 (Figure 4b),
while uh fits the Businger�Dyer expression reasonably well for z=K. 0:3 and
the Beljaars�Holtslag relationship for z=K. 1 (Figure 5b). For this reason,
this regime may be treated as a local-scaling regime. Again, this conclusion is
valid for the data obtained at levels 3�5. Figure 5b shows significant sys-
tematic divergence of uh measured at the different levels (especially near sur-
face) for z=KJ 0:5, whereas such strong divergence is not observed for um

(Figure 4b). This difference may indicate the importance of the radiative flux
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divergence, which may produce significant effects on the near-surface tem-
perature gradient (e.g., Garratt and Brost, 1981; Duynkerke, 1990).

In the transition regime, the surface layer is not affected by the turning
effects of the Coriolis force, and the direction of the wind is approximately
constant at all five levels (see captions to Figure 3). The upper limit for the
transition regime may be defined as the height where the assumption of a
constant wind direction fails. Figure 6 shows the difference between wind
directions measured at levels 5 and 1, a5 � a1, as a function of z=K and RiB
(the angle resolution is 1�). The bulk Richardson number in Figure 6b is
based on Equation (7). The observed angles show that the turning (Ekman-
type spiral) cannot be neglected for z=K J 1 and RiB J 0:07. We obtained a
similar result for the difference a4 � a1, but wind direction differences for the
lower levels are not reliable as the sensors were too close to one another.

The increase in wind turning with increasing stability results from reduced
frictional effects. The ratio of the friction force and the Coriolis force is called
the Ekman number, Ek. The Ekman number, which is non-dimensional, can
be specified in several different ways. For atmospheric observations, it is
convenient to define Ek through the standard surface-layer parameters:
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Figure 6. Difference between wind direction at levels 5 and 1 (individual 1-h averaged data
and bin-averaged medians) as function of (a) z=K (at level 5) and (b) RiB (level 5 minus surface

values). The vertical dashed line in the bottom panel corresponds to a critical Richardson
number, RiB, of 0.2.
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Ek � � hu0w0i
2X sin uzU

; ð9Þ

where the stress and the wind speed U are measured at a height z, X is the
Earth’s angular velocity, and u is latitude.

Figure 7 shows the Ekman number, Equation (9), measured at level 5
versus z=K and RiB. A comparison of Figures 6 and 7 defines a critical
Ekman number Ekcr � 1, when wind veering cannot be neglected. This
critical value also can be obtained from the plot of a5 � a1 (or a4 � a1) upon
Ek (not shown). Thus, we conclude that in the transition regime (fJ 0:1 and
EkJEkcr � 1) the approximation of height-independent fluxes breaks
down, but the effect of the Earth’s rotation is still small. Therefore, f � 0:1
defines the lower limit and Ek ¼ Ekcr � 1 can be considered as an upper
limit for the transition regime.

5.3. TURBULENT EKMAN LAYER

For more significant stability, turbulent heat flux and wind shear at the upper
tower levels may be very small and approach zero. In this regime, the surface
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Figure 7. Dependence of the Ekman number (9) measured at level 5 (individual 1-h averaged
data and bin-averaged medians) as functions of (a) z=K (at level 5) and (b) RiB (level 5 minus

surface values). The vertical dashed line in the bottom panel corresponds to the critical
Richardson number RiB ¼ 0:2. The horizontal dashed lines correspond to Ek ¼ Ekcr ¼ 1.
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layer, where turbulence is continuous, may be very shallow, less than 5 m (cf.
Smedman, 1988; King, 1990). We observed a layered structure with weak
turbulence occupying the near-surface layer (usually the 2�3 lowest sonic
levels) and collapsed turbulence (no turbulence) above (the upper 1 or 2 sonic
levels). Typical cases of the SBL structure in this regime are shown in Figure
8 (some other examples can be found in Grachev et al., 2002). In this regime,
the influence of the Coriolis effect (see the wind-direction data in the captions
for Figure 8) and gravity waves comes into play. Typically there is a spectral
gap and the cospectra in Figure 8 can be partitioned into turbulent (high-
frequency) and non-turbulent (low-frequency) parts. We speculate that the
low-frequency disturbances in Figure 8 are associated with internal gravity
waves with periods of several minutes.

According to Figure 7b, there is a region where the wind is influenced by
the turning effect of the Coriolis force (Ek.Ekcr � 1), the Richardson
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Figure 8. Typical cospectra of (a) the momentum flux at four levels (level 4 is missing), JD
355.00 (21 December, 1997) and (b) the sonic temperature flux at four levels (level 1 is
missing), JD 142.75 (22 May, 1998). For data presented in the upper panel (a) the stability

parameters based on the high-frequency part are f2 � 3 (level 2), f3 � 10:5 (level 3), heat flux
is missing for level 1. Wind direction, a, veers with increasing height: a1 � 280�, a2 � 282�,
a3 � 284� and a5 � 291�. For data presented in the bottom panel (b) the stability parameters

based on the high-frequency part increases with increasing height are f2 � 1:41, f3 � 2:052,
f4 � 6:336 and f5 � 8:125 (levels 2�5 respectively). Wind direction at four levels: a2 � 130�,
a3 � 127�, a4 � 138� and a5 � 162�.
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number does not exceed its critical value (RiB.RiB cr � 0:2), and the tur-
bulence is more or less continuous (typically Oð1Þ. f.Oð10Þ or
0:07.RiB. 0:2). Examples of this regime can be found in Figure 8a (levels 2
and 3) and Figure 8b (levels 3 and 4). Turbulence at level 5 in both Figures 8a
and 8b is obviously collapsed.

According to Figures 6 and 8 (see captions to Figure 8), the turning of the
wind vector averages several degrees. However, the turning angle increases
drastically where frictional effects become negligible (level 5 in Figure 8); and
perhaps the regime at this level is associated with an intermittently turbulent
Ekman layer (see next section). Note that both the transition and the tur-
bulent Ekman layer regimes are likely to be non-stationary since they are
associated with fluxes that vary with height. Assumptions of MOST appear
to break down in the turbulent Ekman layer.

As stability increases, turbulence decays and vertical fluxes vanish (e.g.,
Figure 1). The behaviour of the turbulent fluxes and other characteristics,
including the critical Richardson number, are poorly understood in very
stable conditions. This is due to the general lack of observations and to
contradictory results (e.g., Mahrt, 1999). With the SHEBA data, we can
consider the behaviour of s and HS near the critical Richardson number in
more detail. Figures 9 and 10 show decaying momentum and heat fluxes as a
function of the different stability parameters. The bulk Richardson number
in Figure 9 is computed according to Equation (7) and the flux and gradient
Richardson numbers in Figure 10 are based on Equation (6). Both the stress
and the sensible heat flux decrease rapidly with increasing stability, but s falls
faster than HS. Thus, small but still significant heat flux and negligibly small
stress characterize this situation.

According to Figure 9b and d, the uw covariance falls faster than the heat
flux since both u0 and w0 (or standard deviations ru and rw) approach zero,
while T 0 (or rT) is small but still finite even in the very stable case (Grachev
et al., 2003). This behaviour of rT may be associated with a surface that is
inhomogeneous in temperature and with a strong vertical temperature gra-
dient. Turbulence characteristics and vertical profiles of wind velocity and
temperature over inhomogeneous land surface were described by Kukharets
and Tsvang (1998) and Tsvang et al. (1998). Small-scale spatial variations of
the surface temperature (up to several K) lead to higher values for rT=T�
than predicted by MOST for a uniform surface (Tsvang et al., 1998). Andreas
et al. (1998) reported similar behaviour for humidity statistics over a surface
with vegetation that was patchy at metre scales.

Similar effects may have been important during SHEBA. The ice floe
around the ASFG main tower was multi-year pack ice with varying thickness
and a surface composed of ice (of different type, salinity, etc.), snow (of
different depth, age, etc.), meltponds, and even leads. These surface patches
are characterized by different albedo, thermal capacity and conductivity and,
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therefore, may have different temperatures. Paulson and Pegau (2001)
reported that the surface temperature of the open water during the summer is
about 2 �C, whereas the ice surface temperature cannot rise above 0 �C. These
‘hot’ and ‘cold’ spots generate small-scale advection (see Tsvang et al., 1998,
their Figure 4) which enhances rT and the sensible heat flux. Though small,
this contribution may be enough to cause discrepancy of the decay rates of
the momentum and sensible heat fluxes in Figures 9 and 10.

One might expect that similar to flow over aerodynamically heterogeneous
terrain (e.g., Goode and Belcher, 1999), there is a blending layer over a
surface that is inhomogeneous in temperature. Across the blending layer the
stress and the sensible heat flux adjust from their surface values to their
values aloft. Thus, measurements at levels 1 and 2 may be affected by the
surface inhomogeneity and even these levels may be within the blending
layer, which causes departures of um and uh (Figures 4 and 5) and Rf and Ri
(Figure 10).

Note that some of the correlation between the fluxes and z=K and Rf
(Figure 9a and c and 10a and c) may be due to self-correlation, owing to the
fact that fluxes appear in both the axis variables (e.g., Mahrt et al., 1998 and
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Figure 9. Behaviour of the momentum and sensible heat fluxes near the critical Richardson

number computed during the 11 months of measurements: (a) s versus z=K, (b) s versus RiB,
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Symbols are the same as in Figure 1.
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Mahrt, 1999). However, there is no artificial correlation in the coordinates
when the fluxes are plotted versus RiB and Ri (Figure 9b and d, 10b and d).

According to Figure 9b and d, a bulk Richardson number of about 0.2
may be considered as the critical value; that is RiBcr � 0:2. However, s col-
lapses at a value of RiB slightly less than 0.2, and HS collapses at a value
slightly greater than 0.2. Apparently there is no ‘critical’ value of z=K (Figure
9a and c). Andreas (2002) and Zilitinkevich and Baklanov (2002) recently
reviewed the different expressions for the critical Richardson number. These
surveys show that the critical Richardson number obtained in different
studies varies over a wide range, e.g., Ricr ¼ 0:15�0.55 (Zilitinkevich and
Baklanov, 2002).

The flux and gradient Richardson numbers, especially for levels 1 and 2
(Figure 10), show more scatter than the bulk Richardson number (Figure 9)
because of the scatter in um and uh (cf. Figure 5) associated with the flux
intermittency and the influence of a surface that is inhomogeneous in tem-
perature. For both Rf and Ri, significant turbulent fluxes were observed when
the Richardson number exceeded the commonly accepted ‘critical’ value 0.2
(Figure 10). The momentum flux goes to zero at about Rf � Ri � 0:3�0.5
(Figure 10a and b), whereas the sensible heat flux almost ceases at higher
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values, Rf � Ri � 0.8�1.0 (Figure 10c and d). Furthermore, determining Rfcr
is complicated by self-correlation, as discussed above. Using the fluxes is
preferable to using velocity and temperature variances for studying decaying
turbulence (Figures 9 and 10) since noise is not correlated in the covariances
hu0w0i and hw0T 0i. Thus, based on the SHEBA data, we recommend the
critical number RiB cr � 0:2 for practical applications (Figures 9b and d).
Obviously, this regime is bounded by the critical Ekman and Richardson
numbers, Ek.Ekcr � 1 and RiB.RiBcr � 0:2.

5.4. INTERMITTENTLY TURBULENT EKMAN LAYER

In the SBL when RiB JRiB cr � 0:2 (f JOð10Þ), the basic state is associated
with vanishing fluxes and the strong influence of the Earth’s rotation. This
regime can be treated as the supercritical stable regime (by definition) or the
very stable regime (cf. Mahrt, 1999).

Very stable states observed during SHEBA were usually associated with
light winds and clear skies during both dark and sunlit periods. Note that the
presence or absence of clouds has a major impact on the near-surface Arctic
winter environment (Persson et al., 2002a). During the dark period, a diurnal
cycle is absent, and a residual layer, more common in the mid-latitude
nocturnal SBL, typically does not form. Thus, the SBL at high latitudes can
exist for prolonged periods and may not be separated from the outer (or
Ekman) layer. Such situations were observed at Plateau Station in the Ant-
arctic by Dabberdt (1970) and Lettau et al. (1977). According to their data,
winter stability at Plateau was so extreme that the top of their 32-m tower
was in the upper part of the planetary boundary layer. In fact, a long-lived
SBL is a regular state in the Antarctic during sunless periods, and the Ek-
man-type spiral is observed near the surface even for monthly mean data
(Dabberdt, 1970). It seems likely that the Plateau Station data include some
of the most stable conditions ever observed on the Earth’s surface.

The influence of the Earth’s rotation on the near-surface atmospheric layer
was also observed during SHEBA. Examples of the Ekman spiral for the two
polar seasons are shown in Figures 11 and 12. The wind vector decays and
turns clockwise with decreasing height, as expected for the Northern Hemi-
sphere. In the case shown in Figure 11, the supercritical regime (RiB J 0:2),
or intermittently turbulent Ekman layer, is associated with the two upper
levels. The turbulent Ekman layer, therefore, occupies levels 1�3. Figure 12
shows a more extreme case when turbulence collapses at all five levels. The
observed Ekman spirals show that the wind vector at level 5 rotates about
30��50� to the right of the wind vector at level 1 (cf. Figure 8). The case
shown in Figure 11 occurred during the polar night, and the observed Ekman
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spiral is more or less stationary from 1400�1700. Figure 12 shows a
nonstationary Ekman layer when the wind spiral is affected by an inertial
oscillation (e.g., Andreas et al., 2000).
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Stationary surface wind veering was observed at Plateau Station in the
Antarctic (Dabberdt, 1970; Lettau and Dabberdt, 1970; Lettau et al., 1977).
Often such near-surface directional shear (wind veering) is treated solely as a
manifestation of the effects of stability (e.g., Arya, 2001, Sec. 6.5). However,
the opposite rotation of the wind spirals in the Northern (SHEBA) and
Southern (Plateau Station) Hemispheres clearly indicates that this phenom-
enon is associated with the Earth’s rotation.

Note that the ‘classical’ atmospheric Ekman layer is usually located in a
region several hundred metres above the surface and extends over layers of at
least 15�20 times the tower height (Van Ulden and Wieringa, 1996). The
atmospheric surface Ekman layer reported here is most likely similar to the
oceanic Ekman layers at the sea surface (Price et al., 1987; McPhee and
Martinson, 1994) and at the bottom of the ocean caused by the strong
stratification.

As mentioned above, even though RiB JRiB cr � 0.2, some sporadic and
intermittent turbulence persists in the very stable regime. According to the
SHEBA data, there is no evidence that suppression of turbulence by stable
stratification causes a transition to laminar flow. Figure 13 shows ratios of
the turbulent viscosity, mt ¼ � hu

0w0i
dU=dz, to the molecular viscosity, m(a), and the

turbulent thermal conductivity, kt ¼ � hw
0T 0i

dh=dz , to the molecular thermal con-
ductivity, k(b). Even for RiB � RiB cr, the turbulent exchange coefficients
exceed their molecular counterparts by 102 to 103 . Based on measurements at
Halley Base, Antarctica, Yagüe and Cano (1994) and Yagüe et al. (2001)
found that, in the supercritical regime mt � kt � 10�2�10�3m2sec�1, which
is in good agreement with our results. Thus, even in the supercritical regime
(RiB JRiBcr ) there is no evidence of a transition to a laminar Ekman layer,
as originally predicted by Ekman (1905). According to Ekman’s (1905)
solution, a characteristic height hE for the spiral is p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=X sin u

p
�1.4 m,

where m is the molecular viscosity of air. There is no observational evidence
for the occurrence of such a shallow laminar Ekman layer in the atmosphere.
By replacing m with the eddy viscosity (mt), which is about two to three orders
of magnitude larger for RiB � RiBcr (Figure 13a), we can obtain an Ekman
layer depth that is realistic (�15�45 m, Figures 11 and 12). The supercritical
stable regime is described by the criteria RiB JRiB cr � 0.2 or f JOð10Þ.

Our SHEBA data shed light on the scaling laws in the limit of very strong
stability. Figures 14 and 15 show the stability functions um and uh in log�log
representation covering six orders of magnitude of the stability parameter (cf.
Figures 4 and 5). The data expressed in the framework of surface scaling
(Figures 14a and 15a) show less scatter than those with local scaling (Figures
14b and 15b). According to Figure 14, the stability function um has a f1=3

dependence in the very stable regime; that is, it increases more slowly than
predicted by the Businger�Dyer and Beljaars�Holtslag relationships. At the
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same time, the stability function uh shown in Figure 15 initially increases
with increasing f, reaches a maximum at f � 10, and then decreases with a
slope close to �1/3 (i.e., uh / f�1=3). The data presented in Figures 14 and 15
demonstrate that both functions um and uh do not follow z-less behaviour
(um, uh / f) for very strong stability. This result confirms the conclusion of
Pahlow et al. (2001) that the concept of z-less stratification is not valid in
general.

The observed dependences, um / f1=3 and uh / f�1=3, can be derived from
Equation (5) if we assume that dU=dz and dh=dz are independent of u� for
f >> 1. The stress, or equivalently u�, is no longer a primary scaling
parameter due to the asymmetric decay of the uw and wT covariances; and
the stress falls faster with stability than the heat flux. By analogy with the ‘z-
less’ regime, we may term this limit the frictionless (or ‘u�-less’) regime.
Formally, the scaling relationships for the stability functions, um / f1=3 and
uh / f�1=3, and other variables (such as the variances) in the limit of very
stable stratification are the same as in the limit of very unstable stratification
(free convection) derived by Kader and Yaglom (1990). In both cases, when
the stability parameter reaches very large values (positive or negative),
jfj >> 1, the stress becomes insignificant and u� ceases to be a scaling
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parameter. Although there is a formal coincidence, the physical reasons for
these two limits are different. In the free-convection asymptotic limit U! 0
and therefore u� ! 0, while in the limit of very strong stability U 6¼ 0 and
u� ! 0 for the reason that vertical mixing is suppressed by the very stable
stratification. Further examination of the u�-less concept requires a separate
study and is not the purpose of this paper.

Figure 16 summarizes the four scaling regimes we have identified. The
SBL scaling regions are located over a roughness sublayer in the case of the
homogeneous surface or over the blending layer in the case of a patchy
surface that is inhomogeneous in temperature (see the discussion in Section
5.3). In this schematic diagram, the SBL regions are shown as functions of
stability and height. We use the stability parameter z1=L with fixed height
z1 � 2 m instead of f ¼ z=L or z=K to separate height and stability in
Figure 16. Holtslag and Nieuwstadt (1986) and Sorbjan (1989), in a similar
diagram for the nocturnal SBL, use z=h and h=L, where h is the mean
height of the turbulent boundary layer. In Figure 16, h is defined by the line
RiB ¼ RiB cr � 0:2. The height to which the surface temperature inversion
extends is generally greater than h, and averages 1000�1300 m during
December 1997�March 1998 and 300�800 m during April November 1998
(Persson et al., 2002a; Uttal et al., 2002). A ‘true’ limit of very strong
stability when a dh=dz > 0 and U � 0ðf!1Þ is not shown in Figure 16
because this is a simplified case. Such regimes is observed in sinkholes in
mountain areas.
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6. Conclusions

We discussed the structure of the stable boundary layer (SBL) based on tower
measurements made during SHEBA. The SBL that we observed most often
can be characterized as the traditional boundary layer, where turbulence is
generated by surface roughness (cf. Mahrt and Vickers, 2002). We did,
however, also observe the upside-down SBL and an SBL contaminated by
internal gravity waves. According to our SHEBA data, stratification and the
Earth’s rotation control the SBL over a flat rough surface. Different SBL
regimes are described in terms of the MOST stability parameter (f ¼ z=L),
the Ekman number (Ek) that quantifies the influence of the Earth’s rotation,
and the bulk Richardson number (RiB) that determines the intensity of the
turbulence. These three non-dimensional parameters govern four major re-
gimes (Figure 16), which we identify as follows:

I. Surface-layer scaling regime (or weakly stable regime), 0 < f. 0:1. This
regime is associated with shear stress and sensible heat flux that are
approximately constant with height (constant-flux layer). The weakly stable
boundary layer is governed by traditional MOST predictions that are valid
when Ek >> 1 and RiB << RiB cr.

II. Transition regime, fJ 0:1 and EkJEkcr � 1 (typically 0:1. f.Oð1Þ).
In this regime, the approximation of height-independent fluxes becomes in-
valid. However, the flow is insensitive to the Earth’s rotation and turbulence is
more or less continuous (RiB < RiBcr ). In this regime, MOST seems ade-
quate, but similarity theory should be redefined in terms of local similarity,
where the Obukhov length is based on the local fluxes at height z. In general,
the stability functions, um and uh, expressed in terms of local scaling, agree
with the Businger�Dyer formulations better than those expressed in the
framework of surface-layer scaling. However, um and uh estimates based on
local scaling include more scatter compared to surface-layer scaling.

III. Turbulent Ekman layer, Ek.Ekcr � 1 and RiB.RiBcr � 0:2 (typi-
cally Oð1Þ. f.Oð10ÞÞ. In this regime, the turbulent fluxes are small and vary
with height. A surface layer with continuous turbulence may be very shallow,
and the wind structure is influenced by the Coriolis force. For this reason,
this regime can be referred to as the turbulent Ekman layer.

IV. Intermittently turbulent Ekman layer (or supercritical stable regime).
RiB JRiB cr � 0:2 (typically fJOð10Þ). The supercritical stable regime (or
very stable case, Mahrt, 1999) is associated with collapsed turbulence
(RiB JRiBcr) and the strong influence of the Earth’s rotation (Ek << 1).
Observed wind speeds show features of the Ekman spiral even near the
surface (surface Ekman layer). The stress becomes insignificant and u� ceases
to be a relevant scaling parameter in this regime. However, even in this
regime, some sporadic and intermittent turbulence persists and there is no
evidence of a transition to a laminar Ekman layer on average.
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The above four regimes may be considered as the basic states of the tra-
ditional SBL, though they are sometimes perturbed by gravity waves, de-
tached elevated turbulence (upside down SBL), inertial oscillations, etc.
Classifying the SBL into a few prototypes is useful way to mathematically
parameterize of the very stable state. Mahrt (1999, p. 378), for example, re-
cently emphasized the importance of the SBL parameterization for numerical
modeling, especially for the very stable regime: ‘‘Virtually all models apply
Monin�Obukhov similarity theory to the first model level even for very stable
conditions where the surface layer does not exist or is confined to levels below
the first model level. No other practical formulations exist.’’

According to our SHEBA data, a bulk Richardson number, Equation (7),
of about 0.2 may be considered as the critical value, that is, RiBcr � 0:2
(Figure 9). However, significant turbulent fluxes were still observed when the
flux and the gradient Richardson numbers (6) exceeded the ‘critical’ value
0.2, Figure 10.

As the Richardson number approaches its critical value, turbulence decays
and vertical fluxes vanish. However, the stress falls off faster with increasing
stability than the heat flux. In other words, small but still significant heat flux
(several watts per square metre) and negligibly small stress characterize this
situation, which may be important for the Arctic heat budget. This asym-
metric decay of the turbulent fluxes may be associated with a surface that is
inhomogeneous in temperature.

Furthermore, the SHEBA data (Figures 14 and 15) demonstrate that both
stability functions um and uh do not follow the z-less behaviour (um, uh / f)
as originally predicted by Monin and Obukhov (1954) for the very strong
stability (cf. Pahlow et al., 2001). However, an alternative u�-less concept
may be applied in the limit of very strong stability. According to this concept,
decaying stress becomes, first, comparable with the Coriolis force (Ek. 1)
and, second, insignificant relative to the buoyancy effects (f >> 1). The last
results leads to new scaling relationships for the stability functions, um / f1=3

and uh / f�1=3, which are in good agreement with the SHEBA data.
The conclusion that the Coriolis effect plays a crucial role in a very stable

regime allows us to apply Ekman theory to parameterize the SBL in this case
(Csanady, 1969; Price and Sundermeyer, 1999). Another important appli-
cation of the Ekman approach is to model pollutant diffusion in the stable
atmospheric surface layer. In the Ekman layer, the net mass transfer is to the
right (left) of the wind stress in the Northern (Southern) Hemisphere.
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