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Abstract

Bulk aerodynamic algorithms are needed to compute ocean surface turbulent fluxes in weather forecasting and climate models and in the development of global surface flux data sets.  Twelve such algorithms are evaluated and ranked using direct turbulent flux measurements determined from covariance and inertial-dissipation methods from 12 ship cruises over the tropical and mid-latitude oceans (from about 5(S to 60(N).  The four least problematic of these 12 algorithms based upon the overall ranking for this data include the Coupled Ocean-Atmosphere Response Experiment (COARE) version 2.6 and the University of Arizona (UA) schemes as well as those used at the European Centre for Medium-Range Weather Forecasting (ECMWF) and the National Aeronautics and Space Administration (NASA) Data Assimilation Office for version 1 of Goddard Space Flight Center’s Earth Observing System reanalysis (GEOS-1).  Furthermore, the four most problematic of these algorithms are also identified along with possible explanations.  The overall ranking is not substantially affected by the use of the average of covariance and inertial-dissipation flux measurements or by taking into consideration measurement uncertainties.  The differences between computed and observed fluxes are further evaluated as a function of near-surface wind speed and sea surface temperature to understand the rankings.  Finally, several unresolved issues in terms of measurement and algorithm uncertainties are raised.

Introduction

Knowledge of the sea surface turbulent fluxes, i.e., latent and sensible heat fluxes as well as momentum flux or wind stress, is important for understanding air-sea interactions, forcing ocean models, evaluating numerical weather prediction and coupled atmosphere-ocean models, understanding the ocean heat and freshwater budget, and the partitioning of the global pole-to-equator transport between the atmosphere and ocean.  The ocean surface turbulent fluxes are calculated directly from the covariances of wind speed, humidity, and temperature with vertical velocities such that
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where (, LH, and SH are the wind stress, latent heat flux, and sensible heat flux respectively; (a  is the density of air; Lv is the latent heat of vaporization; Cp is the specific heat of air at constant pressure; and 
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 (with ( = u, v, q, or () is the covariance between the turbulent perturbations of vertical velocity and (.*  These covariances can be directly computed using high-frequency measurements of turbulent perturbations.

Direct measurements of turbulent fluxes are made only during field experiments.  Hence for modeling and data set generation purposes, it is desirable to use bulk aerodynamic algorithms that relate the turbulent fluxes to bulk meteorological variables (e.g. surface temperature, surface air temperature, humidity and wind).  These bulk algorithms use Monin-Obukhov similarity theory in which three turbulent parameters are defined:
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where 
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 is the scaling parameter for wind or friction velocity, 
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 is the scaling parameter for humidity, and 
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 is the scaling parameter for potential temperature.  Thus,
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The turbulent fluxes are directly related to the mean meteorological measurements by defining turbulent exchange coefficients
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where CD, CE, and CH are the exchange coefficients for momentum, moisture, and heat respectively; U is the near-surface wind speed; S is the near-surface wind speed with the inclusion of convective gustiness if it is considered (see Appendix) (S = U otherwise); qs and qa are the surface and near-surface atmospheric specific humidities respectively; and (s and (a are the surface and near-surface air potential temperatures respectively.  Thus,
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Bulk algorithms differ in how they parameterize these exchange coefficients.  The algorithms also differ in how the wave spectrum is considered which in turn affects the parameterization of the roughness length for momentum.  Most algorithms explicitly consider only gravity waves; a few recently developed algorithms, the Bourassa-Vincent-Wood (Bourassa et al. 1999) and Clayson-Fairall-Curry (Clayson et al. 1996) algorithms, also include the effects of capillary waves.  Other differences among algorithms include those in the parameterization of the roughness lengths for heat and moisture, whether or not the effect of the salinity of sea water is considered in the calculation of surface saturated humidity, and whether or not convective gustiness is considered at low wind speeds.  These differences have been extensively discussed in Zeng et al. (1998) and Brunke et al. (2002).  All of these factors contribute to the differences between the fluxes calculated by the algorithms that have been shown to be particularly important in modeling (e.g., Webster and Lukas 1992; Miller et al. 1992; Wang et al. 1996).

In addition to their use in weather and climate models, algorithms are also used to generate data sets of turbulent sea surface fluxes.  Recently, several groups have developed global data sets of these fluxes derived from satellite observations such as the Hamburg Ocean Atmosphere Parameters from Satellite Data (HOAPS) (http://www.mpimet.mpg.de/Depts/
Physik/HOAPS), the Goddard Satellite-Based Surface Turbulent Fluxes (GSSTF) (Chou et al. 2001, 2002; http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/hydrology/hd_main.html), and Japanese Ocean Flux Data Sets with Use of Remote Sensing Observations (J-OFURO) (Kubota et al. 2002; http://dtsv.scc.u-tokai.ac.jp).  Brunke et al. (2002) showed that while the flux differences from various datasets such as these are primarily caused by differences in the bulk variables sometimes, algorithm differences still play a significant role.

In this paper, the performance of 12 bulk aerodynamic algorithms used in weather and climate models as well as satellite data set development is evaluated based on extensive inertial-dissipation and covariance flux measurements taken from ships during 12 experiments in the tropics and mid-latitudes.  Previously, such comparisons have been conducted using data from one or two such experiments (Brunke et al. 2002; Zeng et al. 1998; Chang and Grossman 1999), resulting in a limited evaluation of the algorithms and interpretation of the algorithm uncertainties.  Of these 12 algorithms, we choose what we believe based on the data used herein to be the “best” or least problematic.  In interpreting our selection, the reader is cautioned that alternative selection criteria could result in alternative recommendations.

The algorithms included in this study are explained in the Appendix, and the data from the 12 ship cruises are described in Section 2.  Results are presented in Section 3 and further discussed in Section 4.

1. Data

The observational data come from two sources.  Ten data sets are from experiments operated by the National Oceanic and Atmospheric Administration (NOAA) Environmental Technology Laboratory (ETL) (Table 1) (data available from ETL).  The other two sets are from the Centre d’Etude des Environments Terrestre et Planétaires (CETP) (Table 1) (data available from CETP at the ALBATROS web site, http://dataserv.cetp.ipsl.fr; Weill et al. 2002, manuscript submitted to J. Climate).  Figure 1 shows the locations of these 12 cruises.  Table 1 presents the time period in which measurements were taken, and Table 2 shows the heights of the instrumentation used to obtain mean measurements for wind speed and direction, temperature, and humidity as well as the depth at which bulk sea surface temperature (SST) was measured during each cruise.  During the ETL cruises, the mean air temperature and humidity were measured using a Vaisala sensor (an HMP-35 in the early ‘90’s and an HMP-235 for the later cruises) and IMET sensors.  The IMET measurements were preferred for FASTEX, and the Vaisala measurements were preferred for the other ETL cruises.  Mean wind speed was measured using a Gill sonic anemometer (INUSA RS-2 or RS-2A).  Bulk SST was measured by a floating thermistor at a depth of about 0.05 m (Table 2).  Turbulent measurements of wind and temperature were made by the sonic anemometer, and turbulent measurements of humidity were made by a high-speed infrared hygrometer (Ophir Corporation IR-2000).  For the CETP cruises, mean air temperature and humidity was measured by a Vaisala HMP-35D and HMP-233 respectively.  A Gill Solent sonic symmetric anemometer was also used along with two Young propeller-vane anemometers (each located 1 m horizontally from the sonic anemometer).  The sonic anemometer measurements are used herein.  Bulk SST was measured using a SBE 21 SEACAT thermosalinograph at a depth of 2.5-3 m (Table 2).  The sonic anemometer was used for the turbulent measurements of wind and temperature, and turbulent measurements of humidity were derived from a combination with the refraction index by a refractometer developed at CETP (Delahaye et al. 2001).

The turbulent fluxes used herein are those derived from the covariance (or eddy-correlation) and inertial-dissipation methods.  Both were available for wind stress, latent heat flux, and sensible heat flux during the ETL cruises.  Both were also available for latent heat and sensible heat fluxes for FETCH, and only inertial-dissipation fluxes were available for CATCH.  Several studies have shown that the covariance fluxes are more reliable for latent heat and sensible heat fluxes (Fairall et al. 1996; Pedreros et al. 2002, manuscript submitted to J. Geophys. Res.).  Therefore, in this study the covariance latent and sensible heat fluxes are used whenever possible and the inertial-dissipation wind stresses are retained.  The effect of this choice on the results will be evaluated later.  These fluxes have a typical root-mean-square error which includes sampling uncertainty of 5 W m-2 ( 20%, 3 W m-2 ( 20%, and 15% for 50-min samples of covariance latent heat flux, covariance sensible heat flux, and inertial-dissipation wind stress respectively.  For average fluxes, the typical uncertainty for the remaining biases is 4 W m-2, 2 W m-2, and 5% (Fairall et al. 1996).

These turbulent fluxes are known to be sensitive to platform motion, environmental conditions, and flow distortion among other sources of error (Edson et al. 1998).  Platform motion is particularly troublesome for the derivation of covariance fluxes as this occurs at frequencies where covariance measurements are taken (Pedreros et al. 2002, manuscript submitted to J. Geophys. Res.).  During the ETL cruises, high-frequency (i.e., surface wave-induced) motions were obtained from an integrated package of angular rate sensors and accelerometers (Systron Donner Motionpak), and lower frequency motions were obtained from GPS, a gyrocompass, and the ship’s Doppler speed log.  Details of the motion correction are given in Edson et al. (1998).  For FETCH, a TSS 335B motion package measured high-frequency ship movements, and GPS, a gyroscope, and an Alma two-axis Knotmeter measured low-frequency motions (Pedreros et al. 2002, manuscript submitted to J. Geophys. Res.).

Flow distortion due to the presence of the ship or platform affects both the mean and turbulent measurements, particularly of the wind.  Corrections for this have been applied for mean wind speed and for the height of measurements based on wind tunnel measurements (R/V Moana Wave) and wind flow patterns obtained by computational fluid dynamics (CFD) models (R/V Knorr, R/V Ronald H. Brown, and R/V l’Atalante).  Height adjustments to mean observations and corrections to inertial-dissipation fluxes are made according to Yelland et al. (1998) for data taken aboard the R/V Moana Wave (COARE and TIWE), R/V Knorr (FASTEX), and R/V Ronald H. Brown (JASMINE, KWAJEX, Moorings, Nauru ’99, and PACS Flux ’99). For data from the R/V l’Atalante (FETCH), the height adjustment is a constant 1.21 m and the true wind speed, Utrue, and relative wind direction, (true, are found thusly:
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and
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where Uobs and (obs are the distorted wind speed and relative wind direction observed by the sensor respectively (Dupuis et al. 2002, manuscript submitted to J. Geophys. Res.).  No independent distortion estimates are available for the measurements made aboard the R/V Malcom Baldridge and R/V Le Suroît for ASTEX and CATCH respectively; thus, no height adjustments or corrections to the inertial-dissipation fluxes were made for this data.  To further reduce the effects of flow distortion in this study, data from the cruises other than SCOPE with winds greater than (30( relative to the bow of the ships as suggested by Yelland et al. (1998) were excluded.  For SCOPE, data with winds 60(-100( relative to the bow were excluded.

Additional errors in sonic temperature from the ETL cruises due to velocity crosstalk and the humidity contribution are corrected as in Fairall et al. (1997).  The high-speed hygrometer used in the ETL cruises is subject to contamination by salt on the optics (Fairall and Young, 1991; Fairall et al., 1997), rain water, and sunlight.  The condition of the optics is monitored in the data stream and a threshold is set based on this index.  Thus, data that exceeds this threshold is thrown out in this study.  The hygrometer used for the ETL cruises and the refractometer on the CETP cruises are located as near to the anemometer as flow distortion considerations allow (about 1 m or less).  A correction (typically 2-4%) is applied to account for the loss of correlation caused by the physical separation of the two sensors.  For the ETL cruises, this correction was done following Kristensen et al. (1997).  Since the mass concentration of water vapor is measured by both the ETL and CETP cruises, we account for mass density effects due to heat and water vapor transport known as the Webb effect (Webb et al. 1980) in the covariance and inertial-dissipation latent heat fluxes.  Finally, when possible during the ETL cruises, the wind vector is referenced to the ocean surface to remove the effects of currents.  For COARE the currents at a nearby buoy were used to correct the measured earth-frame wind vectors; for the 1999 cruises the ship’s Doppler speed log was used as the reference in the motion corrections.  For FETCH, motion corrections were made to remove the effects of ship surge, sway, and heave as well as the motion of the ship and instrument package (Pedreros et al. 2002, manuscript submitted to J. Geophys. Res.).

Of this data (hourly for the ETL cruises and half-hourly for the CETP cruises), the potentially corrupted data are removed.  Thus, the total number of acceptable points is 2771.  The number for each cruise is given in Table 3.  Table 3 also presents the ranges of wind speeds and SSTs observed during each of the 12 cruises.  Most of the tropical cruises have very light to relatively high wind speeds, while most of the mid-latitude cruises have very high wind speeds.  For instance, CATCH’s highest wind speed is above 30 m s-1.  Note that these mid-latitude locations are visited frequently by synoptic systems in which some of these experiments were designed to study.  Also during CATCH, there was a large amount of pitching and rolling by the ship due to swell and wind-sea which might contribute to some measurement errors (Eymard et al. 1999).  On the other hand, at lower latitudes, both PACS Flux ’99 and ASTEX measured maximum wind speeds are less than 10 m s-1.  For tropical cruises, SST varies from about 20(C to 32(C with SST for the mid-latitude cruises ranging from 2.5(C to 17.7(C.  Thus, a considerable range of conditions is represented by these data.  Additionally, SCOPE and FETCH are experiments that were performed near-shore.  These cruises were also included in this study since the same bulk algorithms are used for both open ocean and coastal waters in practice in global modeling and data set development.

2. Results

The 12 bulk flux algorithms evaluated in this study are summarized in Table 4.  Further details of the algorithms are described in the Appendix.  To evaluate these algorithms, the mean surface observations for each data point are input into each of the 12 bulk flux algorithms.  The surface saturated humidity qs is computed by each of the algorithms from SST according to their respective formulae, and measured bulk SST is adjusted for the warm layer/cool skin effect in those algorithms that include this (CFC and COARE 2.6).  Also, as information on wave state are not available from this data, to make BVW, which needs this information, consistent with the other algorithms we assumed that the wind and waves were always moving in the same direction and were in local equilibrium.

Tables 5-7 show the biases of the 12 algorithms along with the measured mean wind stresses, SH fluxes, and LH fluxes for each of the 12 cruises.  Relatively large biases are seen among virtually all of the algorithms for a few of the experiments. For instance, all algorithms significantly underestimate wind stress (Table 5) and SH flux (Table 6) during CATCH.  Some of the high wind stress biases for this cruise might be due to measurement errors caused by the strong pitching and rolling of the ship due to the sea state during this cruise (Eymard et al. 1999) or due to difficulties that the algorithms have under high wind conditions.  Also, the use of inertial-dissipation SH fluxes instead of covariance fluxes could have contributed to some of the high biases for this flux during CATCH.  Pedreros et al. (2002, submitted to J. Geophys. Res.) found that the covariance SH fluxes in particular were more accurate than inertial-dissipation values for FETCH.  The algorithms also significantly underestimate wind stress (Table 5) for TIWE, and almost all algorithms significantly overestimate LH flux (Table 7) for JASMINE.

Some algorithms also consistently have relatively large biases compared to other algorithms.  For instance, the highest biases for wind stress (Table 5) are from both versions of BDY, BVW, CFC, and J-OFURO during five cruises (COARE, FETCH, KWAJEX, Moorings, and Nauru ’99).  For SH (Table 6) and LH (Table 7) flux, both versions of BDY produce the highest biases for most cruises.  Also, the inclusion of convective gustiness significantly increases the bias in BDY-C for wind stress (Table 5) but not for SH or LH flux (Tables 6-7).

Table 8 presents the standard deviation of the difference (SDDs) between computed and measured wind stress of the 12 algorithms.  The SDDs for each cruise do not differ much among algorithms as they also do for LH and SH flux (not shown).  Some cruises have higher SDDs than others.  In particular, for wind stress the highest SDDs (Table 8) are produced during three mid-latitude cruises which have some of the highest winds; i.e., CATCH, FASTEX, and FETCH.  This is also the case for SH flux, and for LH flux the highest SDDs are found for CATCH and FASTEX only.  It is likely that variances in the measured fluxes are largely contributing to the high SDDs during these cruises.  This will be looked at further later.

The correlation coefficients between computed and measured fluxes are also computed for each algorithm in each cruise.  The correlations are highest for wind stress, ranging from 0.72 to 0.98.  Correlations vary from 0.74 to 0.94 for LH flux and from 0.44 to 0.91 for SH flux (excluding the data from Moorings and PACS Flux ’99 for which the correlations were very low:  between 0.22 and 0.27).  To evaluate the significance of these correlations, the Fisher transform (Wilks 1995) is performed, and all correlations are found to be significant at the 99% level for wind stress, LH flux, and SH flux (except for J-OFURO’s SH flux on several cruises).

a. Determination of the least and most problematic algorithms

To determine the least and most problematic of the 12 algorithms, each algorithm is scored based upon the biases (Tables 5-7) and SDDs (Table 8 for wind stress).  For a particular turbulent flux, a score 
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Based on these flux scores, the 12 algorithms are divided into three categories:  A for the four least problematic with the lowest scores, C for the four most problematic with the four highest scores, and B for those in between.  Table 9 lists, in alphabetical order, the algorithms in each of the three categories.  Also given is the ranking of algorithms (the fifth column) based upon the overall score, S, which is the average of the three flux scores.  The overall Category A algorithms include COARE 2.6, ECMWF, GEOS-1, and UA.  The overall Category C algorithms include both versions of BDY along with CFC and J-OFURO.

These results are based on the covariance LH and SH data (with the exception of CATCH in which only the inertial-dissipation data was available) and inertial-dissipation wind stress data and does not take into consideration measurement uncertainties.  Thus, the sensitivity of the rankings to the choice of direct fluxes and to uncertainties in measurements are tested in three ways.  First, the algorithms are rescored based on the average of covariance and inertial-dissipation data when both were available (for the ETL cruises and for LH and SH flux during FETCH) and on just the inertial-dissipation data otherwise (for CATCH and for wind stress during FETCH).  The overall ranking of the algorithms using this method is given in the last column of Table 9.  These rankings are very similar to the original overall rankings (in the fifth column).  The only impact is to move HOAPS and GSSTF-2 from B to C and BDY-NC and CFC from C to B.  Furthermore, we have evaluated the impact on the overall ranking of the CATCH data in which all algorithms have large biases and SDDs (Tables 5-8).  If CATCH is excluded, the impact on the overall ranking is to move ECMWF and UA from Category A to B, BVW and GSSTF-2 from B to A, CCM3 from B to C, and CFC from C to B.  Finally, we have evaluated the impact of measurement uncertainties on the rankings.  This was done by only averaging for each algorithm those scores 
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 respectively for those cruises in which the algorithm bias and SDD respectively were larger than the measurement uncertainties given in Section 2.  Also if an all-data bias or SDD score (
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 respectively) for a particular algorithm was smaller than measurement uncertainty, it was also eliminated from the averaging to obtain SF.  The only impact of doing this is to move ECMWF from Category A to B and BVW from B to A.

b. Comparison under various meteorological conditions

To help explain the biases and SDDs in Tables 5-8 as well as the rankings in Table 9, the algorithms are further evaluated according to the meteorological conditions.  Figures 2-4 show the biases of the algorithms for three wind speed ranges:  (a) low wind speeds (U < 4 

m s-1), (b) moderate wind speeds (4 ( U < 10 m s-1), and (c) high wind speeds (U ( 10 m s-1).  All algorithms underestimate wind stress for all wind speeds (Fig. 2) during CATCH and TIWE as expected from Table 5.  At low wind speeds (Fig. 2a), BDY with and without convective gustiness generally substantially overestimates wind stress.  For moderate and high wind speeds (Fig. 2b,c), BDY’s overestimation generally remains constant or decreases, while BVW and CFC increasingly overestimate wind stress, surpassing the overestimation by BDY for several cruises.  This overestimation is likely due to the inclusion of capillary waves in the roughness length for momentum in BVW and CFC (see Eqs. A11 and A15).  The inclusion of these waves increases the roughness length.  CFC’s overestimation is higher since it assumes that the effects of capillary waves are always equally important whereas in BVW this effect essentially decreases exponentially with increasing 
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As was the case for wind stress, both versions of BDY grossly overestimate LH flux at low wind speeds (Fig. 3a) as expected from Table 7.  Also with high LH flux biases at low wind speeds are BVW, CCM3, and ECMWF.  At moderate wind speeds (Fig. 3b), BDY, CCM3, and ECMWF continue to have high LH flux biases, although they are surpassed by J-OFURO at moderate to high wind speeds.

For SH flux (Fig. 4), all of the algorithms significantly underestimate SH flux during CATCH for all wind speeds.  At high wind speeds (Fig. 4c), for most of the cruises all or most algorithms underestimate SH flux.  At low wind speeds (Fig. 4a), the highest biases are generally produced by BDY-C and BDY-NC.  However, in some instances J-OFURO greatly underestimates SH flux particularly for the mid-latitude cruises and at low wind speeds (Fig. 4).

 A comparison of the SDDs for each flux for the three wind speed ranges reveals that the SDDs are fairly similar among algorithms and among most cruises.  However, some cruises have particularly large SDDs especially for wind stress and SH flux as was seen at the beginning of this section.  For instance, algorithm-averaged SDDs from CATCH increase for wind stress and SH flux from 0.038 N m-2 and 19 W m-2 respectively at low wind speeds (U < 4 m s-1) to 0.12 N m-2 to 57.8 W m-2 at high wind speeds (U ( 10 m s-1).  Similarly, the SDDs for SH flux during both FASTEX and FETCH as well as for wind stress during FASTEX also steadily increase with increasing wind speed.  For FETCH, the overall wind stress SDDs are dominated by those obtained at low and high wind speeds.  These findings suggest that the SDDs in Table 8 might be dominated during some cruises by sampling variability in the measured fluxes which varies highly on wind speed.

Figures 5-7 compare the calculated and observed fluxes and wind stresses as a function of sea surface temperature (SST), Ts, in 0.5(C bins using all data from the 12 cruises which can be used to separate tropical from mid-latitude oceans.  For LH flux (Fig. 5) and wind stress (Fig. 6), the algorithm biases are fairly constant for most SSTs between about (20%.  However, for very warm tropical SSTs (Ts > 30(C), the biases from both versions of BDY dramatically increase to 37% or higher (Fig. 5b, 6b).  For cooler SSTs characteristic of the mid-latitude ocean (Ts < 18(C), CFC and BVW have the highest wind stress biases.  For SH flux (Fig. 7), the relative biases at tropical SSTs (Ts ( 18(C) are significantly higher than those at mid-latitude SSTs (Ts < 18(C) due to the lower SH fluxes characteristic of the tropical oceans.  Again, BDY has the highest SH flux biases especially for very warm tropical SSTs.

3. Further discussion and conclusions

Twelve bulk flux algorithms (UA, COARE version 2.6, BDY with and without convective gustiness, BVW, and CFC plus those used in the NCAR CCM3, in the ECMWF model, for the GEOS-1 reanalysis, for HOAPS, for GSSTF-2, and for J-OFURO) are compared here and ranked in Table 9 based upon their biases and SDDs from 12 cruises.  While the algorithms are ranked into three categories, considering all of the uncertainties that go into creating such a ranking scheme, only the difference between the algorithms in Categories A and C is most likely significant.  Some of the algorithms that fall into Category C are those that use neutral exchange coefficients, particularly BDY and J-OFURO.  J-OFURO is ranked in Category C for wind stress, LH flux, and SH flux.  For wind stress, its ranking is primarily due to its underestimation of wind stress at high wind speeds (Fig. 2c) and at mid-latitude SSTs (Fig. 6).  Its LH flux ranking is largely due to its overestimation at moderate to high wind speeds (Figs. 3b,c), and J-OFURO falls under Category C for SH flux due to its parameterization of this flux based upon climatological Bowen ratios and calculated LH fluxes.  One or both versions of BDY appear in Category C for LH and SH flux, since they tend to significantly overestimate these fluxes for low to moderate wind speeds (Figs. 3a,b and 4a,b) and tropical SSTs (Figs. 5 and 7).  Another factor to substantially affect wind stress is the explicit inclusion of capillary waves as is done in BVW and CFC.  While BVW is ranked in Category B, CFC is ranked in Category C since its overestimation for moderate to high wind speeds (Fig. 2b,c) and most SSTs (Fig. 6) is more substantial than BVW.  Also, our assumption in BVW to have the wind and waves move in the same direction and to have local equilibrium could have contributed some additional bias for this algorithm.  Both versions of BDY also significantly overestimate wind stress at low wind speeds (Fig. 2a).  However, the number of occasions when this occurred is smaller than those at higher wind speeds, thus giving a ranking for wind stress in Category B for both BDY-C and BDY-NC.

Among the 12 algorithms compared here, five include convective gustiness due to large eddies in the convective boundary layer:  BDY-C, BVW, COARE 2.6, ECMWF, and UA (Table A1).  Some of the algorithms without a convective gustiness parameterization ranked poorly for wind stress.  In particular, CCM3 and GEOS-1 are both ranked in Category C for wind stress due to their overestimation for light winds (Fig. 2a).  At higher wind speeds, the salinity effect becomes more important (Zeng et al. 1998; Brunke et al. 2002).  ECMWF does not include the salinity effect and hence overestimates LH flux for moderate to high wind speeds (Fig. 3b,c), explaining its ranking in Category C for LH flux.

Overall, the least problematic of these bulk schemes based upon the data from these 12 cruises are algorithms commonly used in weather forecasting and data assimilation models as well as by the community.  They are in alphabetical order:  COARE 2.6, ECMWF, GEOS-1, and UA (Table 9).  In particular, the overall excellent performance of COARE 2.6 (Fairall et al. 2002, manuscript submitted to J. Climate) is partly caused by the revision of the code (from version 2.5 to 2.6) utilizing cruise data from both the tropics and mid-latitudes including from ASTEX, COARE, SCOPE, and TIWE used herein as well as from the marine boundary layer (MBL) experiment off of the California coast, the Humidity Exchange Over the Sea (HEXOS) Main Experiment (HEXMAX), and Yelland and Taylor (1996).  Also, COARE 2.6 adjusts bulk SST for cool skin and warm layer effects.

In the near future, however, several issues need to be resolved.  For instance, all algorithms substantially underestimate wind stress and SH flux for CATCH (with wind speeds ranging from 0.6 – 30.8 m s-1).  Also, the algorithm-averaged bias in LH flux is 20% relative to measured values for JASMINE (with wind speeds ranging from 0.2 – 13.8 m s-1), and the bias in wind stress is –22% relative to measured values for TIWE (with wind speed ranging from 0.2 – 13.8 m s-1).  It is possible that some of these large differences are caused by measurement errors.  However, it is uncertain how large these errors are.  Also, most if not all algorithms have positive biases for LH and SH flux for most cruises especially during moderate wind conditions (Figs. 3b and 4b) and tropical SSTs (Figs. 5 and 7).  This may be due to a possible weakness in the algorithms studied here. In addition, a more thorough look at the parameterization of convective conditions should also be conducted.  Here, we have looked at algorithms that have included convective gustiness under low wind and convective conditions.  Several recently developed algorithms utilize convective transport theory (Stull 1994; Greischar and Stull 1999).  However, the use of such algorithms is limited to a small number of conditions (e.g., calm to light winds and free convection).  More recently, Zeng et al. (2002) have developed a parameterization of wind gustiness contributed by boundary layer large eddies, convective precipitation, and cloudiness at different spatial scales for the computation of ocean surface fluxes.  Finally, a further investigation of the differences in the parameterization of the exchange coefficients in the various algorithms would help in understanding some of the differences between the computed fluxes seen here.
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Appendix

The Bulk Aerodynamic Algorithms

The 12 algorithms in Table 4 differ in several aspects.  One aspect is whether or not a convective gustiness is included in the computation of scalar wind speed,
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where u and v are the zonal and meridional components of the wind respectively and wg is the convective gustiness defined as
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where ( is a coefficient and 
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w

 is the convective velocity scale or Deardorff velocity,
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where (v is the virtual potential temperature, 
[image: image40.wmf]*

v

q

 is the scaling parameter for virtual potential temperature, and zi is the height of the atmospheric boundary layer (ABL).  Other differences include the waves explicitly considered, whether or not the effect of salinity in depressing the sea surface humidity by 2% compared to that of pure water, and the cool skin and warm layer diurnal effects are considered by each algorithm.  Table A1 describes these differences between the 12 algorithms used herein.

In addition, these algorithms differ in how each parameterizes the exchange coefficients and roughness lengths.  BDY uses the neutral exchange coefficients at a height of 10 m.  At low wind speeds, the exchange coefficients are those of Dupuis et al. (1997) derived from measurements taken during Surface of the Oceans, Fluxes, and Interaction with the Atmosphere (SOFIA) and Structure des Echanges Mer-Atmosphere, Proprietes des Heterogeneites Oceaniques:  Recherche Experimentale (SEMAPHORE):
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and
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where U10N is the 10-m neutral wind speed.  At higher winds, the Yelland and Taylor (1996) formulation is used for CD, and CE is fixed at the value for U10N = 5.2 m s-1:
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and
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CH = CE for unstable conditions (( ( 0) and is set to 0.0007 for stable conditions (( > 0).  Thus, the roughness lengths can be defined in terms of the neutral exchange coefficients such that
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and
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Since BVW (Bourassa et al. 1999) does not assume that the surface waves are moving parallel to the wind, the roughness length for momentum has two components, 
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 in the direction of wave propagation and 
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 perpendicular to wave propagation.  Because it also explicitly includes capillary waves, a particular component of the roughness length is the sum of the roughness length of a smooth surface and the root-mean-square weighted sum of the roughness lengths of capillary and gravity waves such that
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where i = 1 or 2; ( is the kinematic viscosity of air; ( is the surface tension of water; (w is the mass density of water; g is the gravitational acceleration; 
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 is the friction velocity vector in the direction of i; 
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 is the wave age in the direction of i defined as the ratio of the phase speed of the dominate waves in the direction of i and the friction velocity in the direction of i (
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 are coefficients that are 0 or 1 depending upon whether a smooth surface, capillary waves, or gravity waves respectively are contributing to the total roughness; and 
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 is a weight for the capillary wave roughness length in the direction of i.  The roughness lengths for heat and moisture are (Kondo 1975; Brutsaert 1982)
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CCM3 derives the roughness length for momentum from the 10-m neutral exchange coefficient (Large and Pond 1982):
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The roughness length for heat, zot, is set to 2.2 ( 10-9 m for ( > 0 and to 4.9 ( 10-5 m for ( ( 0.  The roughness length for moisture, zoq, is set to 9.5 ( 10-5 m.

CFC (Clayson et al. 1996), like BVW, explicitly includes the effects of capillary waves.  Therefore, its roughness length for momentum is:
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where 
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p

c

 is the minimum phase speed for surface waves to exist.  The roughness lengths for heat and moisture are based on surface renewal theory:
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and
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where Prt and Sct are the turbulent Prandtl and Schmidt numbers respectively and Sto and Dao are the interfacial Stanton and Dalton numbers respectively.

COARE 2.6 (Fairall et al. 1996; 2002, manuscript submitted to J. Climate) is based upon the Liu et al. (1979) algorithm.  As part of its improvement from version 2.5, the parameterization of the roughness length for momentum has been changed such that the Charnock parameter, a, is no longer constant (0.011) but varies with wind speed such that
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Thus, the roughness length for momentum is
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The roughness lengths for heat and moisture differ from those of the previous version which were based upon the Liu et al. (1979) parameterization.  Now,
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where 
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 is the roughness Reynolds number defined as 
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The equations for the roughness lengths in ECMWF are
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and
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For GEOS-1, the equation for the roughness length for momentum is
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where the coefficients A1, A2, A3, A4, and A5 are derived by interpolating Large and Pond’s (1981) relation at moderate to high wind speeds and Kondo’s (1975) at low wind speeds.  The roughness lengths for heat and moisture are equal:
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Like COARE 2.6, GSSTF-2 is also based upon the Liu et al. (1979) parameterization.  The roughness length for momentum is from Chou (1993) though:
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The roughness lengths and moisture from Liu et al. (1979) are retained:
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and
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where a1, a2, b1, and b2 are coefficients that vary depending upon the value of 
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 as described in Table 1 of Liu et al. (1979).

HOAPS is based upon the Smith (1988) parameterization.  The roughness length for momentum is:
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The neutral exchange coefficient for heat, CHN, is set to 1 ( 10-3, and the exchange coefficient for moisture is
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J-OFURO’s exchange coefficients are also the neutral ones at the 10-m height.  The drag coefficient, is based upon the Large and Pond (1982) parameterization such that
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where U10 is the 10-m wind speed.  It uses the parameterization developed by Kondo (1975) for the exchange coefficient for moisture:
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The coefficients ae, be, ce, and pe vary with U10 as prescribed in Table A1 of Kondo (1975). J-OFURO is unique in that it does not use the surface meteorological variables directly to calculate sensible heat flux, SH, but calculates SH from the latent heat flux, LH, according to Kubota and Mitsumori (1997):
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where B is a climatological Bowen ratio (
[image: image85.wmf]LH

SH

) derived from ECMWF reanalysis data.  Thus, the exchange coefficient for heat would be
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where Lv is the latent heat of vaporization and Cp is the heat capacity of air.

Finally, UA’s (Zeng et al. 1998) roughness length for momentum is
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The roughness lengths for heat and moisture are equal (Brutsaert, 1982):
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Figure Captions

Fig. 1.  The ship trajectories of each of the 12 cruises used in this comparison.
Fig. 2.  The wind stress biases multiplied by 103 for each of the 12 cruises for three wind speed ranges:  (a) U < 4 m s-1, (b) 4 ( U < 10 m s-1, and (c) U ( 10 m s-1.  Each bar represents the bias of each of the 12 algorithms used:  BDY with (BDY-C, orchid) and without (BDY-NC, purple) convective gustiness, BVW (brown), CCM3 (light blue), CFC (gold), COARE 2.6 (cyan), ECMWF (blue), GEOS-1 (orange), GSSTF-2 (magenta), HOAPS (green), J-OFURO (blue-gray), and UA (red).  The numbers given for each of the cruises are the measured mean for each of the three wind speed ranges.  N/A means that no acceptable stresses were taken in that range of wind speeds.
Fig. 3.  The same as in Fig. 2 except for latent heat (LH) flux.
Fig. 4.  The same as in Fig. 2 except for sensible heat (SH) flux.
Fig. 5. (a) Latent heat (LH) fluxes averaged from all 12 cruises as a function of sea surface temperature Ts in 0.5(C bins.  Each line represents the mean calculated fluxes of each of the 12 algorithms plus the mean measured fluxes:  BDY with (BDY-C, orchid) and without (BDY-NC, purple) convection, BVW (brown), CCM3 (light blue), CFC (gold), COARE 2.6 (cyan), ECMWF (blue), GEOS-1 (orange), GSSTF-2 (magenta), HOAPS (green), J-OFURO (blue-gray), UA (red), and measured (black).  Also shown are (b) the relative biases of the algorithm fluxes from measured.
Fig. 6.  The same as in Fig. 5 except for wind stress (.
Fig. 7.  The same as in Fig. 5 except for SH flux.
Table Captions

Table 1.  The cruises for which data is used in this study.

Table 2.  The height of the instruments used to obtain mean wind speed, air temperature, and air humidity.

Table 3.  The number of acceptable points used for each cruise as well as the range of wind speeds and sea surface temperature (SST) for each cruise.

Table 4.  The algorithms used in this study.

Table 5.  Inertial-dissipation wind stress biases, i.e. the differences between computed and measured means, for the 12 algorithms for each of the 12 ship cruises.  Also shown are the observed means.  Units are 10-3 N m-2.

Table 6.  Same as in Table 5 except for covariance sensible heat (SH) flux biases in W m-2.

Table 7.  Same as in Table 5 except for covariance latent heat (LH) flux biases in W m-2.

Table 8.  The standard deviation of the differences (SDDs) between computed and measured wind stresses of the 12 algorithms for each of the 12 cruises.  Units are 10-3 N m-2.

Table 9.  The general level of performance for each of the 12 algorithms evaluated using observed inertial-dissipation wind stress ((), covariance LH flux, and covariance SH flux in addition to using the average between inertial-dissipation and covariance for all three fluxes.  The algorithms are placed into three categories, A for the four least problematic, C for the four most problematic, and B for those in between, based upon a scoring system discussed in detail in the text.  The algorithms are given in alphabetical order in each category.

Table A1.  The differences in how the algorithms consider wave spectrum, convective gustiness, the salinity effect on surface saturated humidity, and the cool skin/warm layer effect.

Table 1.  The cruises for which data is used in this study.
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Table 2.  The height of the instruments used to obtain mean wind speed, air temperature, and air humidity.
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Table 3.  The number of acceptable points used for each cruise as well as the range of wind speeds and sea surface temperature (SST) for each cruise.
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Table 4.  The algorithms used in this study.
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Table 5.  Inertial-dissipation wind stress biases, i.e. the differences between computed and measured means, for the 12 algorithms for each of the 12 ship cruises.  Also shown are the observed means.  Units are 10-3 N m-2.
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Table 6.  Same as in Table 5 except for covariance sensible heat (SH) flux biases in W m-2.
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Table 7.  Same as in Table 5 except for covariance latent heat (LH) flux biases in W m-2.
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Table 8.  The standard deviation of the differences (SDDs) between computed and measured wind stresses of the 12 algorithms for each of the 12 cruises.  Units are 10-3 N m-2.
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Table 9.  The general level of performance for each of the 12 algorithms evaluated using observed inertial-dissipation wind stress ((), covariance LH flux, and covariance SH flux in addition to using the average between inertial-dissipation and covariance for all three fluxes.  The algorithms are placed into three categories, A for the four least problematic, C for the four most problematic, and B for those in between, based upon a scoring system discussed in detail in the text.  The algorithms are given in alphabetical order in each category.
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Table A1.  The differences in how the algorithms consider wave spectrum, convective gustiness, the salinity effect on surface saturated humidity, and the cool skin/warm layer effect.
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* Corresponding author address:  Michael A. Brunke, Department of Atmospheric Sciences, The University of Arizona, Physics-Atmospheric Sciences Bldg., PO Box 210081, Tucson, AZ  85721.


Telephone:  (520) 626-7349  Fax:  (520) 621-6833  E-mail:  brunke@atmo.arizona.edu


* u is the zonal wind speed, v is the meridional wind speed, w is the vertical wind speed, q is specific humidity, and ( is potential temperature.
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		ASTEX		9.63		9.76		8.04		9.25		8.53		8.11		8.06		8.40		7.98		8.11		9.07		7.96
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		ASTEX		3.21		4.54		4.55		2.66		3.46		3.72		2.19		3.13		3.17		3.59		4.10		3.13		3.72		0.27
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		All data		14.59		2.54		2.46		-1.43		1.05		-0.23		-1.28		-0.22		-0.20		-0.67		-0.47		-2.11		0.83		-2.09
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				or depth (m)

				Sonic						Sea surface

		Experiment		anemometer		Air temp.		Air humidity		temperature

		ASTEX		21.00		20.00		20.00		0.05

		CATCH		17.40		16.40		16.40		2.50

		COARE		15.00		14.00		14.00		0.05

		FASTEX		19.20		17.50		17.50		0.05

		FETCH		17.80		17.55		17.55		2.50

		JASMINE		17.70		14.80		14.80		0.05

		KWAJEX		17.70		14.80		14.80		0.05

		Moorings		17.70		14.80		14.80		0.05

		Nauru '99		17.70		14.80		14.80		0.05

		PACS Flux '99		17.70		14.80		14.80		0.05

		SCOPE		11.00		11.00		11.00		0.05

		TIWE		15.00		14.00		14.00		0.05
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						Range

				No. of		Wind spd.		SST

		Experiment		valid pts.		(m s-1)		(oC)

		ASTEX		112		0.4 - 9.8		17.9 - 26.4

		CATCH		210		0.6 - 30.8		3.5 - 14.8

		COARE		567		0.1 - 15.3		27.4 - 31.5

		FASTEX		102		0.05 - 22.3		2.1 - 17.7

		FETCH		590		0.01 - 19.1		12.4 - 14.8

		JASMINE		139		0.2 - 13.1		29.5 - 31.1

		KWAJEX		456		0.2 - 10.5		28.1 - 31.4

		Moorings		112		0.5 - 19.5		7.2 - 31.4

		Nauru 99		257		0.5 - 12.8		26.1 - 31.8

		PACS Flux 99		11		1.9 - 9.1		19.6 - 28.8

		SCOPE		242		0.1 - 11.2		17.7 - 19.8

		TIWE		13		3.3 - 11		26.9 - 28.2
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								Ship or		Time

		Experiment		Acronym		Institution		platform		Period		Reference

		Atlantic Stratocumulus Transition		ASTEX		ETL		R/V Malcom		June 1992		White et al.

		Experiment						Baldridge				1995

		Couplage avec l’Atmosphère		CATCH		CETP		R/V Le Suroît		Jan.-Feb.		Eymard et al.

		en Conditions Hivernales								1997		1999

		Coupled Ocean-Atmosphere		COARE		ETL		R/V Moana		Nov. 1991-		Young et al.

		Response Experiment						Wave		Feb. 1992		1992

		Fronts and Atlantic Storm		FASTEX		ETL		R/V Knorr		Dec. 1996-		Hare et al.

		Track Experiment								Jan. 1997		1999

		Flux, État de la Mer et Télédétec-		FETCH		CETP		R/V l'Atalante		Mar.-Apr.		Hauser et al.

		tion en Condition de Fetch Variable								1998		2002

		Joint Air-Sea Monsoon Experiment		JASMINE		ETL		R/V Ronald H.		May 1999		Fairall et al.

								Brown				2000a

		Kwajalein Experiment		KWAJEX		ETL		R/V Ronald H.		July-Sept.

								Brown		1999

		Mooringsa				ETL		R/V Ronald H.		Sept.-Oct.

								Brown		1999

		Nauru '99				ETL		R/V Ronald H.		June-July		Fairall et al.

								Brown		1999		2000b

		Pan-American Climate Study		PACS		ETL		R/V Ronald H.		Nov.-Dec.

		Flux '99b		Flux '99				Brown		1999

		San Clemente Ocean Probing		SCOPE		ETL		R/P FLIPc		Sept. 1993		Fairall and Edson

		Experiment										1994

		Tropical Instability Wave		TIWE		ETL		R/V Moana		Nov.-Dec.		Chertock et al.

		Experiment						Wave		1991		1993
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