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ETL, PMEL, and WHOI have cooperated on a program of quality assurance and accuracy assessment of ship-based and buoy-based in situ estimates of sea-air fluxes.  The ETL seagoing direct flux system has been used as a ‘transfer’ standard to evaluate observations of bulk-meteorological variables and computed flux estimates from NOAA TAO and WHOI Flux Reference Site buoys.  Similar measurements routinely made on NOAA and UNOLS research vessels serving the buoys have also been examined.   The ETL measurements were made as part of the PACS/EPIC monitoring program and an OCO quality assurance program for the 95 W and 110 W TAO buoy lines in the tropical eastern Pacific and the WHOI flux reference buoy at 20 S 85 W. Another goal was to acquire a good sample of most of the relevant boundary layer variables that are commonly used in GCM parameterizations of these processes and to provide a more detailed context for measurements made on the buoys over the annual cycle.  
Eight cruises to the TAO lines and three cruises to the WHOI site are used in this preliminary study.  For the ETL ship-buoy study, all data are first converted to daily averages and then compared when the ship is within 20 km of a selected buoy.  All comparisons are treated as a single pool.  Biases are examined for core meteorological variables (e.g., sea surface temperature) and derived flux variables (e.g., sensible heat flux).  The design target for the total surface heat budget is an accuracy of 10 W/m2, nominally an aggregate of uncorrelated uncertainties of 6 W/m2 in the principal components (sensible+latent, net solar, and net IR fluxes).  Grand-average comparisons of buoy-based and R/V-based  observations will be presented.
