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A series of spatial wave images recorded by a conventional marine radar is analyzed to determine the 
three-dimensional E(kx, ky, co) spectrum. In the absence of a surface current the spectral energy in this 
three-dimensional wave number frequency space will lie on a shell defined by the dispersion relationship. 
Any deviation from the expected dispersion relationship can be interpreted as being due to a current 
induced Doppler shift of the wave frequency. A least squares curve fitting technique is used to determine 
the surface current required to account for the observed Doppler shift. A comparison of the radar- 
determined spectra and surface currents with ground truth data indicates that the radar system and 
analysis technique produces results consistent with conventional instrumentation. 

1. INTRODUCTION 

In recent years, considerable interest has been shown in the 
application of remote sensing techniques to the measurement 
of ocean waves and currents. These studies have largely dealt 
with the use of three forms of radar systems: SAR (synthetic 
aperture radar) [Alpers, 1983], SLAR (side-looking aperture 
radar) [McLeish and Ross, 1983], and HF (high-frequency) 
radar [Barrick et al., 1977]. Because of the size of the antennas 
required, HF radar has only been deployed as a land-based 
system. SAR and SLAR systems, however, have been suc- 
mssfully used in aircraft and orbiting satellites, thus allowing 
large areas of the oceans to be scanned. 

In addition to these widely reported remote sensing tech- 
niques, some limited interest has also been shown in the use of 
conventional marine imaging radar for the collection of ocean 
data. Ijima et al. [1964] and Wright [1965] were among the 
first to report the use of such radar for imaging ocean waves. 
Ouclshoorn [1960], Willis and Beaumont [1971], EyreChOy et al. 
[1973], and Mattie and Harris [1979] have also reported wave 
images obtained by radar. These researchers visually inspected 
the radar images to obtain estimates of the mean wave direc- 
tion, wave length, and period. 

ftoogeboom and Rosenthal [1982] and Ziemer et al. [1983] 
have extended these early findings by digitizing the radar 
images and finding their two-dimensional Fourier transforms. 
They have shown that the two-dimensional spectrum of the 
digitized radar image is similar to the spectrum obtained from 
conventional buoy data. In addition, the spectral value at each 
wave number appears to be a well defined. function of the 
corresponding value of the directional wave spectrum. Hence 
it appears that such radar systems can be successfully used to 
tletermine the directional properties of waves and perhaps 
even the full directional spectrum. 

A major problem exists in the interpretation of two- 
dimensional wave number spectra, whether they be obtained 
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from ship radar or any other imaging system, since a 180 ø 
directional ambiguity exists in the resulting spectra. For rela- 
tively simple wave spectra this ambiguity can be removed by 
assming that the mean wave direction will be dosely related 
to the wind direction. For more complex sea conditions, where 
there may be waves propagating at large angles to the wind, 
or if the wind direction is unknown, such a method is no 
longer applicable. 

Atanassov et al. [thi• issue] have shown that the directional 
ambiguity can be removed by the use of two images, separated 
by a short time interval, together with knowledge of the dis- 
persion relationship for gravity waves. In this study an analy- 
sis technique is developed for a full time series of radar 
images; each taken at a successive revolution of the radar 
antenna. By using this series of images, the three-dimensional 
energy density spectrum E(k•, ky, (o) can be found. 

Since, in the limit of linear theory, surface waves exhibit a 
uniquely defined dispersion relationship between Ikl and to, the 
energy density in three-dimensional wave number frequency 
space has nonvanishing values only on the two-dimensional 
shell defined by this dispersion relationship. As an application 
of the analysis technique, experimental data i• analyzed to 
determine the oceanic current that causes a Doppler shift in 
the dispersion relationship for the surface waves. 

2. RADAR IMAGING OF WAVES 

The fact that marine radars give returns from ocean waves 
has been known for many years. Indeed, such returns (sea 
clutter) can pose a serious problem in marine navigation 
[Watson-Watt, 1978], as they can obscure echoes from small 
objects such as buoys. Indeed, special sea clutter controls are 
fitted to most commercial radar systems to facilitate the sup- 
pression of the returns from waves. Figure 1 shows a photo- 
graph of the radar screen (plan position indicator or PPI) in 
which wave images are clearly visible. 

The interaction of electromagnetic waves and water waves 
has been extensively considered by numerous authors, and no 
attempt will be made here to review this work in any detail. 
Although the processes which cause a radar return from water 
waves are still not fully understood, it appears that a return 
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can be caused by either specular reflection (mirrorlike reflec- 
tion) or by Bragg-resonant diffraction backscatter. 

Specular reflection is important at small angles of incidence 
{angle between radar wave and the normal to the water sur- 
face) [Valenzuela, 1978]. Thus radar altimeters and other 
radars that look straight down on the sea obtain returns from 
such a mechanism. At larger angles of incidence, Bragg scat- 
tering is responsible for the return, at the grazing incidence 
Bragg scattering criterion being fulfilled by those waves 
having a wavelength equal to one half the electromagnetic 
wavelength. At present, commercially available marine radars 
use as their smallest electromagnetic wavelength approxi- 
mately 3 cm (X band). Hence it is the high-frequency gravity 
capillary waves which cause a radar return. The longer waves 
which are of interest can be imaged by the radar, since they 
modulate the short Bragg scattering waves [Valenzuela, 1978]. 
Valenzuela has also indicated that toward grazing incidence, 
which is the case for ship mounted radar, other more complex 
mechanisms may become significant. These mechanisms in- 
clude shadowing [Wagner, 1967; Smith, 1967; Seltzer, 1972], 
diffraction [Kolmykov and Pusovoytenko, 1976], and trapping 
by atmospheric ducts and surface waves [Brekhovskikh, 1960]. 
Although these uncertainties as to the mechanisms which 
cause imaging of ocean waves by marine radar place limi- 
tations on determining the transfer function between the sur- 
face wave spectrum and the radar spectrum, other properties 
such as wave direction, frequency, and phase speed can still be 
obtained. 

3. MULTIDIMENSIONAL Foum• ANALYSIS 

Consider the wave level elevation r/(g), where [ is the three- 
dimensional space-time vector (x, y, t), x and y are the hori- 
zontal spatial coordinates, and t is time. The multidimensional 
Fourier series of r/(g) is [Bath, 1974] 

N-1 

F(fl) = • r/(•j) exp (-in-•j) (1) 
j=O 

where r/(•j) is the water level elevation corresponding to the 
space-time vector •j, 11 is the wave number frequency vector, 
and the vector product fl. [ is defined as 11. • = ks + kyy 
-rot. Noting that r/(•) is a real-valued function, the complex 
conjugate of(1) is 

N-1 

F*(11) = E r/(l•j) exp (ill. 
j=O 

From (1) and (2), 

(2) 

F(11) = F*(-11) (3) 

The variance spectrum can be defined in terms of the Fourier 
transform as 

IF()12 (4) 
where L x and Ly are the lengths of the space series in the x 
and y directions respectively and T is the length of the time 
series. The normalization factor in (4), 1/L,,L•T, is chosen such 
that 

E(r) = a 2 (5) 
where 11 N is the Nyquist limit and a 2 is the variance of the 
wave record. Equations (3) and (4) give 

E(II) = E(-fl) (6) 

and hence the spectrum is symmetric to reflections about 
1! = 0. If a two-dimensional analysis is considered, (6) be- 
comes E(k x, k•)= E(-kx, -ky) and, unless other information 
is used, there is no way of determining in which direction 
waves are propagating. For a three-dimensional analysis, how- 
ever (6) yields E(k:,, k•,, co) = E(-- k• - k•,, - co). 

For each 11 coordinate the phase speed direction of the 
corresponding plane wave in x, y, t space is given by the time 
development of a fixed phase plane: 

11. • -- (k,,x + k•y - cot) = const (7) 

Consequently, two points in 11 space lying mirror symmetric 
about the k•, ky plane will differ in phase speed direction by 
180ø; the phase speed direction jumps when the k,,, ky plane is 
crossed. 

The two-dimensional spectrum E(kx, k•) can be obtained by 
integrating E(11) with respect to the w coordinate and thereby 
losing the information concerning the phase speed direction, 
since (6) will lead to a symmetric E(k•, k•). However, if only 
one half plane, either w > 0 or • < 0, is used in the inte•a- 
tion, the resulting two-dimensional spectrum 

(8) >0 

is, in general, asy•etfic and the direction of k = (k•, k•) is 
the phase speed direction. If the negative half plane of fre- 
quency space is used in the integration, k indicates the direc- 
tion opposite to the phase speed direction. 

4. T• I•L•NCE OF S•FACE C•NTS 

As a first-order approximation it can be assumed that grav- 
ity waves will follow the dispersion relationship 

mo 2 = glkl tanh (lkl• (9) 

where k is the wave number vector, d the water depth, and g 
the •avitational acceleration. Should there be a current • 
relative to the observer, it will cause a Doppler shift in the 
wave frequency 

m = •0 + k- O (10) 

where • is called the frequency of encounter. In three- 
dimensional wave number frequency spa•, (9) repr•ents a 
shell which is invariant to rotations about the frequency axis. 
For a given value of frequency the dispersion relationship 
represents a circle with radius Ikl and origin at kx = ky = 0. in 
the presence of a current, however, this symmetric structure is 
distorted. Figure 2 shows a plot of (10) for various valu• of 
•; the dispersion relationship is now taking on an elongated 
shape as it is a function of ]•l and the angle to the current. 

Stewart and Joy [1974] have shown that rather than being 
the surface current, the component of • in the direction of the 
wave number vector k is a weighted mean current over the 
upper !ayer of the ocean. Extending their result to consider the 
full current vector yields 

'aU(z) • = 21kl exp (21klz) dz (1!) 

In general, U(z) is the superposition of the tidal current U t, 
other currents associated with ocean circulations U ø•, the •nd 
drift U a, wave-induced currents U •, and ship motion U • 
[Alpers et al., 1981]: 

U(z) = U t + U ø• + U a + U • + U •m (12) 

The wind drift current U a and the mean ocean circulation U ø* 
cannot a!ways be separated, but here it is assumed that U • is 
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Fig. 2. The dependence of the dispersion relationship, in wave 
number space, on the angle to the current vector. The wave frequency 
is 0.1 Hz, and the water depth is infinite. The current of 3.9 m s-• 
represents the kinemarital limit. For velocities greater than this, wave 
energy can no longer be propagated against the stream. 

the current in the upper layer of the ocean driven by the wind 
stress (the Ekman layer) whereas U øs is the deeper current 
driven by the density field. The wave-induced current U '• in- 
cludes the effects of the Stokes drift [Phillips, 1977] as well as 
the influence of nonlinear wave-wave interactions [Longuet- 
Higgins and Phillips, 1962]. 

5. RADAR SYSTEM AND DATA PROCESSING 

The radar used in this study was an X band Raytheon (Ray 
TM/EP1650/9xR) navigation system. Detailed system parame- 
ters are shown in Table 1. The radar is of the conventional 

rotating beam type, which uses a plan position indicator (PPI) 
to display the image. 

The system for recording and storing the images is shown 
schematically in Figure 3. The radar images as displayed on 
the PPI were recorded on photographic film using a 35-mm 
camera with a motor drive and a shutter synchronized with 
the radar sweep. During the full radar antenna sweep of ap- 
proximately 2.2 s the shutter was kept open. Upon completion 
of the sweep the shutter was closed and the film advanced to 
the next frame. The shutter was then reopened immediately, 
and the cycle repeated. Thus the radar image at each suc- 
cessive rotation of the antenna was recorded. Since the time 

taken to advance the film was finite, there was a small section 
of the radar sweep on each image where the camera shutter 
was closed. This region appears as the shadowed sector in 
Figure 1. Care was taken in later analysis to avoid the use of 
this portion of the image. 

The photographic images were digitised using an Optronics 
Colormation System C 4500 image processor. The digitized 
image consisted of 512 x 512 pixels each representing the grey 
scale intensity at one of a possible 256 levels. The radar 

TABLE 1. Properties of the X Band Raytheon Navigation Radar 

Property Value 

Frequency 9.4 GHz 
Pulse repetition frequency 3600 Hz 
Antenna type 2.75-m slotted wave guide 
Antenna beam width at 3 dB 0.85 ø horizontal, 22 ø vertical 
Polarization HH 
Rotation speed 27 rpm 
Output power 50 k W 
Pulse length 60 ns at 1.4-5.6 km range 

system, however, represents the echo signal as a three-bit 
word, thus effectively reducing the image intensity resolution 
to eight levels. For a radar range setting of 1.4 km (used for all 
measurements) each pixel represented an area of 5.3 x 5.3 m. 
The digitized images were transferred to a VAX 11/750 com- 
puter for analysis. The three-dimensional Fourier analysis of 
the data utilized 32 consecutive images representing 69 s of 
data, from each of which a region of 128 x 128 pixels 
(679 x 679 m) was extracted. Such time and space series yield 
spectral resolution parameters of Ak = 9.3 x 10 -3 rad m -x 
and Ato = 9.1 x 10-2 rad s-• with the Nyquist wave number 
kN = 0.59 rad m- x and Nyquist frequency con = 1.45 rad s-•. 

The full three-dimensional Fourier transform represents a 
considerable computational effort, involving in excess of 
500,000 one-dimensional transforms. Such a series of compu- 
tations takes approximately 2 hours on the VAX 11/750, the 
majority of this time being required for disk input/output op- 
erations necessitated by the enormous memory requirements 
for such an analysis. 

6. WAVE SPECTRA MEASUREMENTS 

The radar system described in section 5 was deployed on 
board the Deutsches Hydrographisches Institut research vessel 
Gauss during an experiment near the Island of Sylt (55ø00'N, 
7ø54'E) on July 4, 1982. In addition to the radar system a 
pitch-roll-heave buoy and an Aanderra current meter were 
also deployed. The water depth in the area is 12.5 m and 
during the experiment the wind velocity was 9.7 m s- • from a 
direction of 267 ø . 

The data from the radar was digitized as described in sec- 
tion 5, and the three-dimensional spectrum E(k:o k•, co)was 
evaluated. Figure 4 shows a contour plot of this spectrum. 
Each plane represents the two-dimensional wave number 
space for a given value of frequency f = co/(2•r). For compara- 
tive purposes the dispersion relationship in still water (equa- 
tion (9)) has also been included in the figure. The spectrum has 
been normalized such that the spectral peak has a value of 1.0 
and contours have been drawn from 0.9 to 0.1 in increments of 

0.2. The minimum contour level is well above the background 
noise and thus prevents the introduction of spurious values 

I WAVE FIELD I 

' t 

, 

! ....... 3-D FOuRi,ER t "ANALYSIS i 
Fig. 3. Flow diagram showing the data recording and analysis 

cedure. 
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Fig. 4. The three-dimensional E(k•,, k. o•) spectrum (from the radar data) with the still water dispersion relati9nship 
superimposed. The error bars on the daspers•on relationship represent the possible error due to the finite frequency 
resolution 

into the figure. The spectral energy is concentrated in four 
frequency planes between 0.130 and 0.174 Hz. In theory the 
spectral values should be confined to a single line on each 
plane, defined by the dispersion relationship ((9) for still water 
or (10) in the presence of a current). The data of Figure 4, 
however, appears to be smeared over a narrow but finite band. 
This smearing is purely a result of the contouring routine and 
the rather coarse wave number resolution. The wave number 
resolution Ak is shown in Figure 4 and is clearly of the same 
order as the smearing. 

Although the three-dimensional spectrum provides con- 
siderable information about the wave field, it is more usual to 
present results in terms of the two dimensional frequency spec- 
trum E(f, 0) or the one-dimensional E(f) spectrum. The f is 
given by to/(2•t) as a function of k where to is calculated from 
(10) and 0 is the angle of k in polar coordinates. These alter- 
native spectral representations can be related to the three- 
dimensional spectrum by 

dlkl fo•E(k=, k•, co) rico (13) E(f, 0)= Ikl 

fO 2• E(f) = E(f, O) dO (14) 

The factor in front of the integral in (13) is the Jacobian c•(kx, 
kyi/a(f, O) between •he two-coordinate systems (kx, ky) and (f, 
0). Figure 5 shows a comparison between the two-dimensional 
spectrum obtained from the radar and that obtained by the 
pitch-roll buoy; the pitch-roll buoy data was analyzed using 
the technique of Longuet-Hig•7ins et al. [1963]. In both figures 
the spectra have been noi'rnalized such that the spectral peak 
has a value of 1.0. The contours have been drawn at an inter- 

val of 0.1 to a minimum value of 0.1. The radar spectrum 
(Figure 5a) exhibits a bimodal directional distribution with the 
major peak at 2530 and a smaller but still significant peak at 
270 ø. Both of these peaks have a frequency of approximately 
0.15 Hz. Whether this bimodal structure is a true indication of 

the wave field or a result of the statistical variability of the 
spectrum is not clear. The directional distribution also appears 
to be skewed with a more rapid decrease in energy towards 
the south than the north. This feature is more clearly illus- 
trated in Figure 6, which shows the directional distribution at 
four selected frequencies.• The directional spectrum obtained 
from the pitch-roll buoy (Figure 5b) has a spectral peak at 
285 ø and a frequency of 0.15 Hz. The mean direction of the 
pitch-roll buoy spectrum is approximately 15 ø further to the 
north than for the radar spectrum. This difference is con- 
sidered to be quite minor when the possible measurement 
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Fig. 6. The directional distribution of the wave energy (from the radar) for four selected frequencies, 

errors of both systems are considered. The pitch-roll buoy 
spectrum also has a broader directional distribution than the 
radar spectrum. This is possibly due to the dependency of the 
radar transfer function upon the look direction of the scanner 
relative to the wind direction. Ziemer et al. [1983] have shown 
that the radar return decreases slightly as the angle between 
the radar view direction and wind direction increases. Hence if 

the waves are distributed approximately about the wind direc- 
tion, the radar spectrum would have a narrower directional 
distribution than the wave spectrum. A more quantitative de- 
scription of the radar transfer function dependence on the 
view angle and the distortion of the angular distribution is in 
progress. 

It should be pointed out that although the pitch-roll buoy 
spectrum provides an estimate of the two-dimensional wave 
spectrum, it is a very idealized approximation. The pitch.roll 
buoy analysis relies on the assumption that the waves .have a 

cos 2s 0/2 distribution about the mean direction. Although 
such a distribution has been widely accepted, it is merely an 
approximation to the true situation. Such a distribution pre- 
cludes the existence of bimodal directional distributions as 
recorded by the radar. Hence in comparing the radar and 
pitch-roll buoy spectra, it should be remembered that both 
represent approximations to the wave spectrum. Should it be 
possible to accurately determine the radar transfer function 
then the "true" wave spectrum could be determined. Such a 
potential does not however exist for the pitch-roll buoy 
measurements. The fact that the directional spectra from the 
two systems yield compatible results is very encouraging. 

Figure 6 indicates that in addition to the energy which is 
concentrated near 270 ø (approximate wind direction), a second 
and much smaller peak is present at approximately 90 ø . This 
peak is quite clearly above the noise level and appears to 
represent a second wave train propagating in opposition to 
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Fig. 7a. The one-dimensional E(f) spectrum obtained from the 
radar system. 
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Fig. 7b. The one-dimensional E(f) spectrum obtained from the 
pitch-roll buoy. 

the wind. The ratio of upwind to downwind spectral energy 
increases with increasing frequency from 4% at f= 0.15 Hz to 
15% at f= 0.20 Hz. The existence of such upwind travelling 
waves can be explained by a number of different mechanisms. 
These processes include reflections from the shore, wave scat- 
tering by the irregular bottom [Long, 1973] and resonant 
nonlinear interactions within the wave spectrum [Crombie et 
al., 19783. The relative importance of the various mechanisms 
is impossible to determine without a more detailed analysis. 
Because of the relatively slowly shelving shore in the area, 
however, it is unlikely that reflections from the shore would be 
significant. 

The presence of this second wave train is a clear indication 
of the advantages of using the three-dimensional Fourier 
analysis to remove the directional ambiguity. Had a conven- 
tional two-dimensional analysis been used, the upwind trav- 
elling waves would have been hidden in the spurious dual 
image. 

The one-dimensional E(f) spectra obtained from the radar 
and the pitch-roll buoy are also compared in Figure 7. The 
similarity of the two spectra is clearly apparent; both have a 
peak at approximately 0.15 Hz with a steeply rising low- 
frequency face and a more slowly falling high-frequency tail. 
The similarity of the spectra confirms the result of Ziemer et 
al. [1983] that the transfer function is relatively flat as a func- 
tion of frequency. 

7. ACCURACY AND STATISTICAL SIGNiFICANCE 

An advantageous side effect of the three-dimensional Fou- 
rier analysis is the very high signal to noise ratio obtained. 

Defining the signal to noise ratio SIN as the ratio of the 
energy at the spectral peak to the background energy level 
well away from the dispersion shell, values in excess of 1000 
are typical for the three-dimensional spectrum. This high 
value for S/N can be explained if it is assumed that the noise 
has a "white noise" spectral distribution in space and time. We 
may consider E(11) in (5) as a white noise spectrum En(ll) with 
a total variance an 2. White noise means that the ensemble- 
averaged E•(11) is constant in 11 space. With the integration 
area in (5) denoted by V(IIN), we deduce 

E•(n) = ½•-/V(11s) (15) 
for the white noise spectral density. We integrate (!5) between 
the Nyquist limits in k space -ks, ks and get 

dk:• I dk•, E,,(11) = o•: V(Ts) (16) 
kx•t d - k•,• 

where V(Ts) is the integration area in co space between the 
Nyquist frequency limits -co s and co•. 

In addition, we consider the case where E(f•) = E,(fI) in (5) 
results from an ideal wave field (without any noise) with a 
variance as 2 for the wave record. Due to the dispersion rela- 
tion between co and k, the three-dimensional spectrum be- 
haves like a g function for the integration variable co. It van- 
ishes at all ro values that do not fulfill the dispersion relation. 
Therefore the integral in (5) can be confined to go over the 
appropriate resolution cell A = A(k•, k•) in co space only, 
which is determined by the dispersion relation 

•,,,s dk,• dk•, do.) Es(k,,, k•,, co) = as 2 (!7) 
d - kxN - 

Since A is given by 1IT we get 

to(k,o k•) is given by (10). 
The ratio between (18) and (16) shows the increase of signal 

to noise ratio with length T of the time series. 
Spurious effects such as variations in the radar screen inten- 

sity or errors due to the alignment of consecutive images in 
the digitization process will show up as energy well away from 
the dispersion shell. Since such energy is obviously not assod- 
ated with the wave field, it can easily be suppressed. An exam- 
ple of such an effect is the variation in the radar screen inten- 
sity with distance from the centre. Such energy appears in the 
three-dimensional analysis at zero frequency and has been 
suppressed in the spectra presented here. 

In interpreting spectral estimates it is necessary to deter- 
mine their statistical significance. The three-dimensional radar 
spectrum presented in Figure 4 is the raw spectrum obtained 
from the data without any averaging. Hence each of the spec- 
tral estimates will have a chi squared probability distribution 
with only two degrees of freedom [Jenkins and Watts, 1968]. 
Therefore the standard deviation of the spectral estimates •1t 
be as large as the true spectral values. Such a large random 
error would be unacceptable for most applications but is r•0 
great hindrance in this situation, as the spectrum has only 
been used to determine at which wave number frequency vee 

tors there is energy significantly above the background no:to. 
No attempt has been made to determine the actual m.ag- 
nitudes of these spectral estimates. The statistical significance 
of the spectrum could have been improved by averaging o .vex 
adjacent values in either wave number space or frequ.•:•q 
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space or both. This, however, was not possible because of 
relatively poor resolution of both wave number and frequency. 

Although the three-dimensional spectrum has only two de- 
grees of freedom it can be shown ['Jenkins and Watts, 1968] 
that the integrals in (13) and (14) will insure that E(f, 0) and 
E(f) have higher degrees of significance. The integrated spec- 
tra are approximately chi squared distributed with # degrees 
of freedom, where 

N 2 -1 

where the integrals have been replaced with summations over 
the discrete spectral values. For the current spectra, (15) gives 
values near the spectral peak of /• = 3.2 for E(f, 0) and 
/• - 76.0 for E(f). Hence the two-dimensional spectrum is still 
statistically quite variable, whereas the one-dimensional spec- 
trum will be a good estimate of the true spectrum. 

In assessing the spectra obtained from the radar system, the 
spatial resolution of the radar should also be considered. The 
radar resolution 3r along a radial line is determined by the 
pulse length and can be shown to be [Mattie and Harris, 
I979] 

3r = «cz (20) 

where c is the velocity of electromagnetic radiation and •: is 
the radar pulse length. For the present system with z - 60 ns, 
& = 9 m. This value could be improved by reducing the pulse 
length but this would also reduce the power of the returned 
signal. The angular resolution normal to the radius, 3a, is 
given by 

3a = r30 (21) 

where r is the radial distance and 30 is the horizontal beam 
width of the radar. From Table 1, 30 = 0.85 ø, with (17) indi- 
cating that the angular resolution will be equal to the radial 
resolution at a range of approximately 600 m. Since this figure 
corresponds approximately to the center of the analyzed 
images, it is reasonable to assume that the radar resolves a 
region 9 x 9 m. For deep water conditions the highest wave 
frequency which could be measured without aliasing is conse- 
quently 0.38 Hz. To obtain an accurate estimate of the spec- 
tral density, however, requires a minimum of four sampling 
points within each wavelength. Thus the accurate high~ 
frequency resolution limit of the radar is 0.21 Hz. It is believed 
that such resolution is adequate for most oceanographic pur- 
poses. 

8. DETERMINATiON OF THE SLrRFACE CLrRRENTS 

The three-dimensional spectrum E(k• k•,, co) (Figure 4) 
shows a consistent deviation from the still water dispersion 
relationship (9), with the energy lying at lower values of [k[ 
than would be expected. Even when the possible variation in 
the dispersion relationship due to the frequency resolution Aco 
is considered (see Figure 4), there is still a deviation. The 
magnitude of this deviation can be more easily seen by firstly 
determining E(ik[, 0, co)= E(k•,, k•, co) [k[ and then integrating 
this spectrum with respect to direction, to give 

-- •o2'S(lkl, co) dO (22) E(Ikl, co) 0, 

This spectrum is presented in Figure 8 together with the dis- 
persion relationship and clearly shows that the data lies at 
lower values of Ikl than would be expected. As indicated in 
metion 4, a surface current could be responsible for such a 
&viation. 
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Fig. 8. The integrated two-dimensional E(lkl, co) spectrum (from the 
radar) with the still water dispersion relationship superimposed. 

In an effort to determine whether a current is responsible 
for this deviation, a least squares curve fitting technique was 
used to fit a curve of the form co--coo + [7xkx + [7yky to the 
data. The terms [7x and [7y are the best fit components in the 
x(east) and y(north) directions, respectively, of the effective 
current (equation (10)) sensed by the waves. This least squares 
analysis yielded values of [J• = 0.49 m s-• and [.7• = -0.41 m 
s-•, indicating a current of magnitude I•l I = 0.64 m s- • from 
310 ø . An indication of how well the least squares approxi- 
mation fits the data can be obtained from the normalized 
variance of the curve fit, V, where V is defined as 

V = {•']• •-] [c.o(k,a, k,j)-cS(k•,,, k,•)] 2} J 

{; ' E [co(k,a, kyj] 2 (23) 

o•k•, k•) is the frequency at which spectral energy is located 
for wave number components k,a, ks2 and c3(k•, ky) is the 
corresponding value from the least squares model. A value of 
V = 0 indicates that the least squa?es model fits the data per- 
fectly. The present data yields V = 1.3 x 10-3, indicating that 
the modified dispersion relationship is a very good approxi- 
mation to the data. The three-dimensional spectrum E(k,,, ky, 
co) and the integrated E(Ikl, co) spectrum, together with the 
modified dispersion relationship, are shown in Figures 9 and 
10, respectively. Both of these figures clearly illustrate how 
well the least squares model agrees with the data. Such good 
agreement is a strong indication that the deviation from the 
still water dispersion relationship is due to the presence of a 
surface current. 

During the experiment an Aanderra current meter was de- 
ployed which indicated a current of 0.45 m s -• from 350 ø. 
This result cannot, however, be directly compared with the 
current measured by the radar. As shown by (!1), the radar 
measures a depth integrated current which is probably nearer 
the surface current than that measured by the current meter, 
which was deployed at a depth of !0.5 m. An order of mag- 
nitude estimate of the surface current can be obtained by con- 
sidering the combined effects of the tidal current together with 
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Fig. 9. The three-dimensional E(k,,, ky, co) spectrum (from the radar) with the Doppler shifted dispersion relationship 
superimposed. 
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Fig. 10. The integrated two-dimensional E(Ikl, co) spectrum (from 
the radar) with the Doppler shifted dispersion relationship superim- 
posed. 

the wind drift current. Tide tables for the German Bight indi- 
cate a tidal flow of 0.36 m s- • from 340 ø. As stated earlier the 
wind velocity was 9.7 m s-• from 267 ø. Wu [1975] has fouM 
that the surface drift current is approximately 3.5% of the 
wind velocity. This gives a surface drift of 0.34 m s -• and, 
allowing for the Ekman effect [Ekman, 1905] the approximate 
direction is from 315 ø. The vector sum of these currents yields 
a value, of 0.69 m s-• from 326 ø. This value is in surprisingly 

-1 

good agreement with the radar inferred value of 0.64 m s 
from 3 !0 ø. Such a comparison is far from conclusive but indi- 
cates that the radar determined current is quite plausible. 

9. CONCLUSIONS 

That conventional marine radars return images from ocean 
waves has been known for some time, although the potential 
of such images has received scant attention. We have shown 
that a three-dimensional Fourier analysis of such images 
yields valuable information on both the surface wave field and 
near surface currents. The introduction of the third time 
mension into the analysis has the advantages of providing 
information on the wave phase speed and hence the 
nitude and direction of near surface currents, removing the 
directional ambiguity inherent in the two-dimensional analy- 
sis, and providing an extremely high signal to noise ratio. The: 
spectra and surface currents determined by the radar system 
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are in good agreement with the available gr0u•d t rutl"-• da. 
indicating that such radar systems represent a reliable a:=r•d 
very cost-effective means of measuring a number 0f pe•'tin•nt 
oceanographic parameters. 
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